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Abstract. Explicit numerical methods for the solution of a system of stiff differential equations suffer from a time step size that approaches zero in order to satisfy stability conditions. Implicit schemes allow a larger time-step, but require more computations. When the differential equations are dominated by a skew-symmetric component, the problem is not stiffness in the sense that the size of the eigenvalues are unequal, rather the that the real eigenvalues are dominated by imaginary eigenvalues. We present and compare analytical results for stable time step limits for several explicit methods including the super-time-stepping method of Alexiades, Amiez, and Gremaud which is an explicit Runge-Kutta method for parabolic partial differential equations and a new method modeled on a predictor-corrector scheme with multiplicative operator splitting. This new explicit method, presented in regular and super-time-stepping form, increases stability without forcing the step size to zero.
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1. Introduction. In this paper we consider explicit time integration methods of parabolic equations. We assume space discretization has converted the partial differential equations into a system of ordinary differential equations. We therefore consider the initial value problem

\[ B'(t) = F(B(t)), \quad B(t_0) = B_0, \quad t \in [t_0, T], \quad B \in \mathbb{R}^n. \quad (1.1) \]

We denote the current time as \( t^\ell \) and seek the solution at a later time \( t^{\ell+1} = t^\ell + \tau \), where \( \tau \) is a positive and real time step. In particular we consider a system of ordinary differential equations that may be discretized as

\[ B^{\ell+1} = (I - \tau M) B^\ell. \quad (1.2) \]

The general ordinary differential equation system (1.1) may be solved using an explicit or implicit scheme. An explicit scheme will calculate \( B \) at the time \( t^{\ell+1} \) using \( B(t^\ell) \), while an implicit scheme will calculate \( B \) by solving an equation involving both \( t^{\ell+1} \) and \( B(t^\ell) \). The solution to implicit schemes will require extra computations (thereby more computationally expensive) and are more difficult to implement. However, implicit schemes are often used for stiff problems when an explicit scheme requires the time step \( \tau \) to approach zero to keep the error bounded. For example, explicit schemes have to satisfy the Courant-Friedrichs-Lewy (CFL) stability condition [8] which requires a numerical scheme satisfy \( \rho(I - \tau M) < 1 \) where \( \rho(\cdot) \) denotes the spectral radius. If \( M \) is symmetric then this requires

\[ \tau < \frac{2}{\lambda_M}. \quad (1.3) \]

We use the notation that the eigenvalues of an \( n \times n \) matrix \( X \) are ordered \( \lambda_1(X) \geq \lambda_2(X) \geq \ldots \geq \lambda_n(X) \) and \( \lambda_X \) refers to an eigenvalue in the interval \( [\lambda_n(X), \lambda_1(X)] \).
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As mentioned, the CFL stability restriction on the time step forces the stepsize \( \tau \) to be much smaller than the necessary size to satisfy the accuracy condition for the computation. There have been multiple approaches to increasing the time-step while continuing to maintain an explicit scheme. Our new method builds on two approaches, super-time-stepping (STS) [1] and multiplicative operator splitting [4].

The super-time-stepping (STS) method of Alexiades, Amiez, and Gremaud [1] for a symmetric \( M \), uses \( m \) intermediate steps

\[
B^{\ell+1} = \left( \prod_{j=1}^{m} (I - \tau_j M) \right) B^{\ell}.
\]  

(1.4)

The full analysis shows that if \( \bar{\tau}_{\text{explicit}} \) is the time step for one time step of equation (1.4), then

\[
\tau = \sum_{j=1}^{m} \tau_j = m^2 \bar{\tau}_{\text{explicit}}.
\]

This actually gives an increased stepsize,

\[
\tau < m \bar{\tau}_{\text{explicit}},
\]

over one step of the standard explicit scheme in equation (1.2). This larger stepsize from the STS method follows by enforcing the CFL condition on the exterior step rather than enforcing the CFL condition on each of the \( m \) interior steps. As a result larger time steps can be taken, which implies that the total number of steps is reduced significantly, compared with the standard explicit scheme.

One method that is considered semi-explicit is a multiplicative operator splitting approach called Lie splitting [13]. Using Lie splitting one could rephrase the problem as

\[
B^{\ell+1} = (I - \tau M_1)(I - \tau M_2)B^{\ell},
\]  

(1.5)

where \( M = M_1 + M_2 \). This method can be used to split the time evolution into partial steps to separate the effects of convection, \( M_1 \), and diffusion, \( M_2 \). Typically the convection step is solved explicitly while the diffusion step is solved implicitly.

In this paper we consider a real, non-symmetric \( M \). Rather than seeking to separate the effects of convection and diffusion, we wish to split \( M \) into symmetric and skew-symmetric components. This decomposition into symmetric and skew-symmetric components is \( P = \frac{1}{2}(M + M^T) \) and \( S = \frac{1}{2}(M - M^T) \) respectively. Thus, the system is

\[
B^{\ell+1} = GB^{\ell},
\]  

(1.6)

where

\[
G = I - \tau P - \tau S.
\]  

(1.7)

Systems of this type may be seen in models for weakly ionized plasmas with Hall and ambipolar diffusion [17] or other fluid dynamics applications when the advection term dominates diffusion due to small viscosity.
We note that the scheme is not stable for a skew-dominated system. Our derivation in section 2 shows that the CFL condition requires

$$\tau < \frac{2 \text{Re}(\lambda_G)}{|\lambda_G|^2}.$$  

If the skew component of \( \mathbf{G} \) becomes dominant, then behavior of the system approaches

$$B^{\ell+1} = (I - \tau \mathbf{S}) B^\ell,$$  \quad (1.8)

as \( \ell \) becomes large. In such a system, the CFL condition requires the step size \( \tau \) to approach zero (as \( \text{Re}(\lambda_G) \to 0 \)) to maintain stability. Hence we note that when the differential equations are dominated by a skew-symmetric component, the essence of the difficulty is not stiffness in the sense that the size of the eigenvalues are unequal, rather that the real eigenvalues are dominated by imaginary eigenvalues.

Anum-Addo, Darst and Gurski[2, 3] considered the effect of adding symmetric elements into the scheme with two methods, \( \mathbf{C} \) and \( \mathbf{D} \)

\[
\mathbf{C} = I - \tau \mathbf{P} - \tau \mathbf{S} + \tau^2 \mathbf{P}^2, \\
\mathbf{D} = I - \tau \mathbf{P} - \tau \mathbf{S} + \tau^2 \mathbf{S}^2.
\]

The analysis confirmed that adding symmetric elements did stabilize the system and adding a symmetric element composed of the skew-symmetric component was more stabilizing as the skew-symmetric component grew large in comparison to the symmetric component.

Hence we choose to add a symmetric element composed of the skew-symmetric component in a systematic manner. If we take one possible predictor-corrector approach [7, 21], we have

$$B^{\ell+1} = B^\ell - \tau \mathbf{S} \check{B}^{\ell+1},$$  \quad (1.9)

where

$$\check{B}^{\ell+1} = (I - \tau \mathbf{S}) B^\ell.$$  \quad (1.10)

This yields the discretization scheme:

$$B^{\ell+1} = (I - \tau \mathbf{S} + \tau^2 \mathbf{S}^2) B^\ell.$$  \quad (1.11)

Since even powers of a skew operator are symmetric this correction adds a pure symmetric component back into the scheme and stabilizes it allowing a time step of

$$\tau < \frac{1}{|\lambda_S|}.$$  

However, as there are several choices for using a predictor-corrector type scheme to add additional symmetric components for this problem, we have explored which scheme would be optimal. For example, one interpretation for combining multiplicative operator splitting with a predictor-corrector scheme is

$$\mathbf{F} = [I - \tau \mathbf{P}] \times [I - \tau \mathbf{S}] \times [I - \tau \mathbf{S}],$$
While this scheme adds additional symmetric components, just as the C scheme, it does not allow non-zero time-steps as \( \lambda_P \) approaches zero.

We introduce a new scheme which improves the stability of the scheme by allowing a larger time-step for the instances when skew-symmetric term dominates the symmetric term. This scheme incorporates multiplicative operator splitting [4] with a predictor-corrector scheme.

\[
H = \prod_{k=1}^{m} (1 - \tau_k P) \times (1 - \tau_k S + \tau_k^2 S^2),
\]

which is equivalent to a super-time-step version of the three step scheme:

\[
\begin{align*}
B^{\ell+1} &= (1 - \tau P)\tilde{B}^{\ell+1}, \\
\tilde{B}^{\ell+1} &= B^{\ell} - \tau S\bar{B}^{\ell+1}, \\
\bar{B}^{\ell+1} &= (1 - \tau S)B^{\ell}.
\end{align*}
\]

We note that the super-time-stepping algorithm stability conditions are shown analytically in [1] for symmetric \( M \) with numerical results only for the non-symmetric \( M \) case. Tilley and Balsara [18] note that the numerical results of [1] show a squeezing of the appropriate time-step for non-symmetric super-time-step method and that without an analytical proof, the super-time-step method may have unpredictable results. Hence we include an analytical proof for the stable time-step for the super-time-step version of the \( G \) scheme,

\[
T = \prod_{k=1}^{m} [1 - \tau_k (P + S)], \tag{1.12}
\]

for comparison.

Since \( H \) includes matrix products we cannot explicitly define \( \rho(H) \) in terms of \( \rho(P) \) and \( \rho(S) \) [11]. The eigenspaces of \( H \) and \( T \) are significantly more complicated than the eigenspace for \( G \). However, in this paper we find upper bounds on the CFL condition for \( H \) and \( T \) without the need to define these in terms of \( \rho(P) \) and \( \rho(S) \).

We can summarize the relationship of the upper bounds on the stable time step in the following theorem, with the details of the proof given in later sections of this paper.

**Theorem 1.1.** The schemes \( H \) and \( T \) for the \( n \times n \) matrix \( G \) with time-steps \( \tau_H \) and \( \tau_T \), respectively, are equivalent if \( |\lambda_S| = 0 \). For \( |\lambda_S| = 0 \) and \( \lambda_P > 0 \), we find that \( \tau_H = \tau_T = m\tau_G \).

For \( |\lambda_S| \neq 0 \), and \( \lambda_P > 0 \), i.e. both symmetric and skew symmetric terms contribute and the skew component may dominate, the stable time steps are ordered as \( \tau_H > \tau_T > \tau_G \).

For \( \lambda_P = 0 \), the \( G \) and \( T \) schemes are not stable for any stepsize. However, in this case \( H \) is stable and allows a nonzero \( \tau_H \).

The proof of this theorem requires that we model the resolvents of \( H \) and \( T \), as Chebyshev polynomials, taking advantage of optimal value results for Chebyshev polynomials from Markoff [15]. Our approach is similar to that for the symmetric super-time-stepping scheme of Alexiades, Amiez, and Gremaud[1].
Our paper is divided as follows. In section 2 we derive the stability conditions for \( G \). In sections 3 and 4 we derive the stability conditions for the super-time-stepping scheme \( T \) and \( H \), respectively. In section 5 we test the convergence of the stable scheme \( T \). We include for comparison an alternate version of \( H \), labeled \( K \), which has an \( n + 1 \) step predictor-corrector scheme combined with super-time-stepping. This scheme improves on \( H \) for matrices \( M \) of specific sizes. These results are included in section 6.

2. Stability conditions for \( G \). We require the symmetric part of \( G \) to be positive definite. We will require this condition to be satisfied for the all the schemes unless specifically mentioned.

To study the CFL condition for the \( G \) scheme, we need to find the eigenvalues and spectral radius of \( G \). To this end we rely on the Bendixson-Hirsch-Toeplitz theorem [6, 10, 19] (an English version of the theorem may be found in [16]).

**Theorem 2.1.** (Bendixson-Hirsch-Toeplitz) Let \( A = B + iC \), where \( B = (A + A^H)/2 \) and \( C = (A - A^H)/2i \) are Hermitian. Let \( F(B) = [\lambda_n(B), \lambda_1(B)] \) and \( F(C) = [\lambda_n(C), \lambda_1(C)] \). Then the eigenvalues of \( A \) lie in the region \( F(B) \times F(C) \) in the complex plane.

The proof follows by letting \( x \) be an eigenvector of \( A \) of norm one and computing \( x^H A x \).

Let \( P' = I - \tau_G P \). If \( x \) is an eigenvector of \( P \) then

\[
(I - \tau_G P)x = (1 - \tau_G \lambda_P)x.
\]

Therefore by the Bendixson-Hirsch-Toeplitz theorem, the eigenvalues of \( P' \) lie in the interval \([1 - \tau_G \lambda_1(P), 1 - \tau_G \lambda_n(P)]\).

**Lemma 2.2.** Let \( G = I - \tau_G P - \tau_G S \). Then the eigenvalues of \( G \) lie in the region \([1 - \lambda_1(P), 1 - \lambda_n(P)] \times [\tau_G |\lambda(S)|_n, \tau_G |\lambda(S)|_1] \).

**Proof.** We define \( A = G \), then \( B = (A + A^H)/2 = P', \ C = (A - A^H)/2i = -i\tau_G S \). Then \( F(B) = [1 - \lambda_1(P), 1 - \lambda_n(P)] \) and \( F(C) = [\tau_G |\lambda(S)|_n, \tau_G |\lambda(S)|_1] \). Then by the Bendixson-Hirsch-Toeplitz theorem the eigenvalues of \( G \) lie in the region \( F(B) \times F(C) \) in the complex plane. \( \Box \)

Our stability results for the method \( G \) are summarized in the following theorem.

**Theorem 2.3.** The stepsize \( \tau_G \) for a stable scheme \( G \) is bounded above by

\[
\tau_G < \bar{\tau}_G = \frac{2\lambda_P}{\lambda_P^2 + |\lambda_S|^2},
\]

where \( \lambda_P \in [\lambda_n(P), \lambda_1(P)] \) and \( |\lambda_S| \in ||\lambda(S)||_n, |\lambda(S)|_1 \).

**Proof.**

The \( L_2 \) norm of any matrix \( A \) is \( ||A||_2 = \sqrt{\lambda_1(A^H A)} \). Therefore, by definition \( \rho(A^H A) = ||A||_2^2 \) for all matrices \( A \). We also have \( \rho(A) \leq ||A||_2 \) for any matrix \( A \). Equality is attained when \( A \) is normal.

We use the notation used in the Bendixson-Hirsch-Toeplitz theorem and assume that \( x \) is an eigenvector of \( G \), and for \( B = \frac{1}{2}(G + (G)^H) \) and \( C = \frac{1}{2i}(G - (G)^H) \)

\[
x^H B x = \frac{1}{2} x^H (G + (G)^H) x = \frac{1}{2} (x^H G x + (G x)^H x) = \lambda_B x^H x,
\]

where \( \lambda_B = \lambda_G + \lambda_G^H \). Similarly,

\[
x^H i C x = \frac{1}{2i} x^H i (G - (G)^H) x = \frac{1}{2} (x^H G x - (G x)^H x) = i \lambda_C x^H x,
\]
where \( \lambda_C = -i(\lambda_G - \lambda_{G'}) \). We can then define \( \lambda_G = \lambda_B + i\lambda_C \) and \( \lambda_{G''} = \lambda_B - i\lambda_C \). Then,

\[
x^H (G)^H G x = \lambda_{G''} \lambda_G x^H x = (\lambda_B + i\lambda_C)(\lambda_B - i\lambda_C) x^H x = (\lambda_B^2 + \lambda_C^2) x^H x.
\]

Thus the \( L_2 \) norm of \((G)^H G\) is

\[
||G^H G||_2 = \max_{||x||_2 = 1} ||Gx^H Gx||_2 = \max |\lambda_B^2 + \lambda_C^2|.
\]

Since we have defined \( B = I - \tau P \) and \( C = -i\tau S \),

\[
||G^H G||_2 = \max |(1 - \tau\lambda_P)^2 - \tau^2|\lambda_S^2| = \max(1 - \tau\lambda_P)^2 + \max(\tau^2|\lambda_S|^2)
\]

So we have

\[
\rho(G) \leq \sqrt{\max(1 - \tau\lambda_P)^2 + \max(\tau^2|\lambda_S|^2)}.
\]

For a stable numerical scheme, we require \( \rho(G) < 1 \). We enforce a stronger condition,

\[
|1 - \tau\lambda_P|^2 + |\tau\lambda_S|^2 < 1
\]

or
\[
-2\lambda_P\tau_G + \tau_G^2|\lambda_P^2 + |\lambda_S|^2| < 0.
\]

Equation (2.1) simplifies to the CFL stability condition,

\[
\tau_G < \bar{\tau}_G = \frac{2\lambda_P}{\lambda_P^2 + |\lambda_S|^2}.
\]

3. Super-Time-Stepping \( T \). The cost savings in the super-time-stepping scheme comes from imposing the CFL condition on final step, not each intermediate step. The final step \( \tau_T \) equals \( m \) intermediary time steps. We seek to make \( \tau_T \) as large as possible. The stability proof for \( T \) relies on Chebyshev polynomial relationships in combination with our results for \( G \).

THEOREM 3.1. The stepsize \( \tau_T \) for a stable scheme \( T \) is bounded above by

\[
\tau_T \leq \frac{\tau_G m}{2} \left( 1 + \sqrt{1 + \chi^2} \left[ \frac{-1}{\pi m(m-1)} + \frac{2}{\pi} \ln \left( \frac{(2m-1)^2}{m-1} \right) + \frac{2\gamma}{\pi} \right] + \frac{\pi}{8\sqrt{1 + \chi^2}} \right),
\]

where \( \gamma \) is the Euler-Mascheroni constant and \( \chi = |\lambda_S|/\lambda_P \). In the limit that \( \lambda_S \) is zero, the CFL condition for \( T \) becomes

\[
\tau_T < \frac{2m}{\lambda_P}.
\]

In the limit that \( \lambda_P \) is zero, there is no real \( \tau_T \) that satisfies the CFL stability condition.

Proof. In the case that \( |\lambda_S| = 0 \), the scheme \( T \) regresses to the super-time-stepping scheme with symmetric \( G \) and the results are as in \([1]\).
For the general $T$ scheme with $\lambda_P > 0$ and $|\lambda_S| \neq 0$, 

$$\rho(T) \leq \prod_{k=1}^{m} \sqrt{(1 - \tau_k \lambda_P)^2 + \tau_k^2 |\lambda_S|^2}. \quad (3.1)$$

We define $\lambda = \lambda_P$. Using $\tau_G$ from Theorem 2.3 we have $|\lambda_S|^2 = 2\lambda_n(P)/\tau_G - \lambda_1(P)^2$. Therefore

$$|\lambda_S|^2 \leq |\lambda_S|^2 \leq (2\lambda_n(P)/\tau_G - \lambda_1(P)^2) \leq \lambda (2/\tau_G - \lambda).$$

Hence, our stability condition is satisfied if 

$$\rho(T) \leq \prod_{k=1}^{m} \sqrt{(1 - \tau_k \lambda)^2 + \tau_k^2 \lambda \left(\frac{2}{\tau_G} - \lambda\right)}.$$ 

We may satisfy $\rho(T) < 1$ by requiring

$$\prod_{k=1}^{m} (1 - \tau_k \lambda)^2 + \tau_k^2 \lambda \left(\frac{2}{\tau_G} - \lambda\right) < 1 \quad \forall \lambda \in [\lambda_n, \lambda_1]. \quad (3.2)$$

For strong stability we replace Eq. (3.2) by

$$\prod_{k=1}^{m} \left(1 + 2\tau_k \lambda \left(\frac{\tau_k}{\tau_G} - 1\right)\right) \leq L_m \quad \forall \lambda \in [\mu, \lambda_1], \quad (3.3)$$

where $\mu \in (0, \lambda_n]$ and $0 < L_m < 1$. We can define a polynomial

$$R_T(\lambda) = \sum_{k=0}^{m} \delta_k \lambda^k,$$

where $\delta_0 = 1$ and $\delta_k = 2\tau_k (\tau_k/\tau_G - 1)$ for $k > 0$. We can phrase our problem as

$$|R_T(\lambda_P)| \leq L_m \quad \forall \lambda \in [\mu, \lambda_1] \quad \text{(stability)}$$

$$|R_T'(0)| = \left|\sum_{k=1}^{m} \delta_k \right| \quad \text{maximal} \quad \text{(optimality)}$$

By the optimality properties of Chebyshev polynomials $T_m(\cdot)$ of degree $m$ we have if 

$$L_m = \left[T_m \left(\frac{\lambda_1 + \mu}{\lambda_1 - \mu}\right)\right]^{-1},$$

where $L_m$ may be chosen arbitrary close to one by choosing $\mu$ sufficiently small. The optimal value $\tau_T$ can be derived from

$$R_T(\lambda) = \frac{T_m \left(\frac{\lambda_1 + \mu - 2\lambda}{\lambda_1 - \mu}\right)}{T_m \left(\frac{\lambda_1 + \mu}{\lambda_1 - \mu}\right)},$$

which gives

$$\delta_k = \frac{2}{\lambda_1} \left[(\nu - 1) \cos \left(\frac{(2k - 1)\pi}{2m}\right) + 1 + \nu\right]^{-1}. \quad (3.4)$$
In Eq. 3.4, \( \nu \) is a practical implementation of the damping factor \( L_m \) and can be manipulated directly to modify the time-step size. In the limit that \( \nu \) approaches 0, our definition of \( \delta_k \) gives

\[
\frac{2}{\lambda_1 \phi_k} = \frac{2\tau_k^2}{\bar{\tau}_G} - 2\tau_k, \tag{3.5}
\]

where

\[
\phi_k = 1 - \cos \left( \frac{(2k - 1)\pi}{2m} \right).
\]

We may approximate \( \phi_k \) by

\[
\phi_k \approx 1 - \left[ 1 - \frac{1}{2} \left( \frac{(2k - 1)\pi}{2m} \right)^2 \right] \approx \frac{(2k - 1)^2\pi^2}{8m^2}.
\]

Then

\[
\tau_T \leq \sum_{k=1}^{m} \tau_k \leq \frac{\bar{\tau}_G m}{2} + \frac{1}{2} \sum_{k=1}^{m} \sqrt{\frac{\tau_k^2}{\lambda_1 (2k - 1)^2 \pi^2}} + \frac{32m^2 \bar{\tau}_G}{\lambda_1 (2k - 1)^2 \pi^2},
\]

\[
\leq \frac{\bar{\tau}_G m}{2} \left( 1 + \frac{4}{\pi} \sum_{k=1}^{m} \sqrt{\frac{1}{\lambda_1 \bar{\tau}_G (2k - 1) \left[ 1 + \frac{\lambda_1 (2k - 1)^2 \pi^2 \bar{\tau}_G}{32m^2} \right]}} \right).
\]

Note that

\[
\lambda_1 \bar{\tau}_G = \frac{2\lambda_1^2}{\lambda_1^2 + |\lambda_S|^2} = \frac{2}{1 + \chi^2},
\]

where \( \chi = |\lambda_S|/\lambda_1 \). Then

\[
\tau_T \leq \frac{\bar{\tau}_G m}{2} \left( 1 + \frac{4}{\pi} \sum_{k=1}^{m} \sqrt{1 + \chi^2 \left[ \frac{1}{2k - 1} + \frac{\pi^2 (2k - 1)}{32m^2 (1 + \chi^2)} \right] \right).
\]

We note that

\[
\sum_{k=1}^{m} \frac{1}{2k - 1} = \frac{1}{2} \gamma + \ln(2) + \psi^{(0)}(m + 1/2), \tag{3.6}
\]

where \( \gamma \) represents the Euler-Mascheroni constant (\( \gamma \approx 0.5772 \)) and \( \psi^{(0)}(m + 1/2) \) is the digamma function

\[
\psi^{(0)}(x) = \frac{d}{dx} \ln(\Gamma(x)).
\]

Using the relationships for the digamma function

\[
\psi^{(0)}(2m) = \frac{1}{2} \psi^{(0)}(m + 1/2) + \frac{1}{2} \psi^{(0)}(m) + \ln 2,
\]

and \( \psi^{(0)}(m) = -\gamma + H_{m-1} \),
where $H_m$ represents the $m$th partial sum of the harmonic series 

$$H_m = \sum_{k=1}^{m} \frac{1}{k},$$

we may write eq. (3.6) as 

$$\sum_{k=1}^{\infty} \frac{1}{2k-1} = H_{2m-1} - \frac{1}{2}H_{m-1}.$$ 

We have bounds on $H_{2m-1}$ and $H_m$ from [9, 22]: 

$$\frac{1}{2(m+1)} < H_m - \ln m - \gamma < \frac{1}{2m}.$$ 

Hence we can bound our sum 

$$\frac{-1}{4m(m-1)} + \ln \left( \frac{2m-1}{\sqrt{m-1}} \right) + \frac{1}{2} \gamma < \sum_{k=1}^{m} \frac{1}{2k-1} < \frac{1}{4m(2m-1)} + \ln \left( \frac{2m-1}{\sqrt{m-1}} \right) + \frac{1}{2} \gamma$$

and thus we can put the stronger condition on $\tau_T$ 

$$\tau_T \leq \frac{\bar{\tau}_G m}{2} \left( 1 + \sqrt{1 + \chi^2 \left[ \frac{-1}{\pi m(m-1)} + \frac{2}{\pi} \ln \left( \frac{(2m-1)^2}{m-1} \right) + \frac{2\gamma}{\pi} \right]} + \frac{\pi}{8\sqrt{1 + \chi^2}} \right).$$

(3.7)

In the case that $\lambda_P = 0$, 

$$T = \prod_{k=1}^{n} (I - \tau_k S).$$

We note that 

$$\|I - \tau_k S\|_2 = \max \sqrt{1 + \tau_k^2|\lambda_S|^2}.$$ 

Thus, there is no real $\tau_k$ that will satisfy the stability condition. 

4. Stability conditions for $H$. In the previous section we noted that for systems that are not skew-symmetric dominated, increasing the number of intermediate time-steps will give improved convergence rates over the $G$ scheme. Hence, in this section, we incorporate the predictor-corrector skew-symmetric dominated schemes with a super-time-stepping scheme. 

**Theorem 4.1.** The stepsize $\tau_H$ for a stable scheme $H$ for a $n \times n$ matrix $G = P + S$ and $\lambda_1 = \lambda_1(P) > 0$ is bounded above by 

$$\tau_H \leq \frac{\bar{\tau}_G}{2} \left( 1 + \sqrt{1 + \frac{4}{\tau_G \lambda_1(1 - \cos(\pi/12))}} \right),$$

when $m = 1$. For $m > 1$, 

$$\tau_H \leq \frac{\bar{\tau}_G m}{2} \left( 1 + \sqrt{1 + \chi^2 \left[ \frac{-6}{\pi m(m-1)} + \frac{12}{\pi} \ln \left( \frac{(2m-1)^2}{m-1} \right) \right]} + \frac{\pi}{48\sqrt{1 + \chi^2}} \right)$$

(4.1)
where \( \chi = |\lambda_S|/\lambda_P \).

In the limit that \( \lambda_S \) is zero, \( H \) is identical to \( T \). In the limit that \( \lambda_P \) is zero, the CFL conditions become

\[
\tau_H < \frac{1}{|\lambda_S|} \quad \text{for} \quad m = 1,
\]

and for \( m > 1 \),

\[
\tau_H < \frac{2m\sqrt{\pi}}{|\lambda_S|^2} \left( \frac{-1}{4m(m-1)} + \ln \left( \frac{2m-1}{\sqrt{m-1}} \right) + \frac{\gamma}{2} \right). \quad (4.2)
\]

**Proof.**

For \( H \) and \( m = 1 \),

\[
\|I - \tau S + \tau^2 S^2\|_2 = \|(I + \tau^2 S^2) - \tau S\|_2, \\
= \max \sqrt{(1 - \tau^2|\lambda_S|^2)^2 + \tau^2|\lambda_S|^2}, \\
= \sqrt{1 + \tau^4|\lambda_S|^4 + \tau^2(|\lambda_S|^2 - 2|\lambda_S|^2)}, \\
\leq \sqrt{1 + \tau^4|\lambda_S|^4 + \tau^2|\lambda_S|^1}.
\]

Therefore

\[
\rho(H) \leq \left| (1 - \tau \lambda_P)\sqrt{1 + \tau^2|\lambda_S|^2 + \tau^4|\lambda_S|^4} \right|. \quad (4.3)
\]

For strong stability we set

\[
\left| (1 - \tau\lambda)^2(1 + \tau^2\lambda(\frac{2}{\tau_G} - \lambda) + \tau^4\lambda^2(\frac{2}{\tau_G} - \lambda)^2) \right| \leq L_6 \quad \forall \lambda \in [\mu, \lambda_1], \quad (4.4)
\]

where \( \mu \in (0, \lambda_n] \) and \( 0 < L_6 < 1 \). We can define a polynomial

\[
R_H(\lambda) = \sum_{i=0}^{6} \alpha_i \lambda^i,
\]

where \( \alpha_0 = 1 \) and \( \alpha_1 = -2\tau + 2\tau^2/\tau_G \). We can phrase our problem as thus

\[
|R_H(\lambda_P)| \leq L_6 \quad \forall \lambda \in [\mu, \lambda_1] \quad \text{(stability)} \\
|R'_H(0)| = |\alpha_1| \quad \text{maximal} \quad \text{(optimality)}
\]

By the optimality properties of Chebyshev polynomials \( T_6(\cdot) \) of degree six we have if

\[
L_6 = \left[ T_6 \left( \frac{\lambda_1 + \mu}{\lambda_1 - \mu} \right) \right]^{-1},
\]

where \( L_6 \) may be chosen arbitrary close to one by choosing \( \mu \) sufficiently small. The optimal value \( \tau_H \) can be derived from

\[
\alpha_1 = \frac{2}{\lambda_1} \left[ (\nu - 1) \cos \left( \frac{\pi}{12} \right) + 1 + \nu \right]^{-1} = \frac{2\tau^2}{\tau_G} - 2\tau. \quad (4.5)
\]
Our optimal $\tau_H$ is then, letting $\nu \to 0$,
\[
\tau_H = \frac{\bar{\tau}_G}{2} \left( 1 + \sqrt{1 + \frac{4}{\bar{\tau}_G \lambda_1(1 - \cos(\pi/12))}} \right). \tag{4.6}
\]

Following similar steps for $\tau_J$ we expand for $\chi = |\lambda_S|/\lambda_P > 1$ and find
\[
\tau_H \approx \left( \frac{1}{2} + \frac{12|\lambda_S|}{\pi \lambda_P} \right) \bar{\tau}_G \quad \text{for } m = 1. \tag{4.7}
\]

Building on our previous proof for $m = 1$, then for $m > 1$ we have
\[
\rho(\mathbf{H}) \leq \prod_{k=1}^{m} \left( 1 - \tau_k \lambda_P \right) \sqrt{1 + \tau_k^2 |\lambda_S|^2 + \tau_k^4 |\lambda_S|^4}. \tag{4.8}
\]

For strong stability we set
\[
\prod_{k=1}^{m} (1 - \tau_k \lambda_P)^2 \left( 1 + \tau_k^2 \lambda^2 \left( \frac{2}{\bar{\tau}_G} - \lambda \right) + \tau_k^4 \lambda^2 \left( \frac{2}{\bar{\tau}_G} - \lambda \right)^2 \right) \leq L_{6m} \quad \forall \lambda \in [\mu, \lambda_1], \tag{4.9}
\]

where $\mu \in (0, \lambda_n)$ and $0 < L_{6m} < 1$. We can define the polynomial
\[
R_H(\lambda) = \sum_{i=0}^{6} \sum_{k=1}^{m} \alpha_{i,k} \lambda^i,
\]

where $\sum_{k=1}^{m} \alpha_{0,k} = 1$ and $\alpha_{1,k} = 2 \tau_k (\bar{\tau}_k \bar{\tau}_G - 1)$. We can phrase our problems as
\[
\begin{align*}
|R_H(\lambda_P)| &\leq L_{6m} \quad \forall \lambda \in [\mu, \lambda_1] \quad \text{(stability)} \\
|R'_H(0)| &\leq |\sum_{k=1}^{m} \alpha_{1,k}| \quad \text{maximal} \quad \text{(optimality)}
\end{align*}
\]

The optimal value $\tau_H$ can be derived from
\[
\frac{2}{\lambda_1 u_k} = \frac{2 \tau_k^2}{\bar{\tau}_G} - 2 \tau_k, \tag{4.10}
\]

where
\[
u_k = 1 - \cos \left( \frac{(2k - 1)\pi}{12m} \right) \approx \frac{(2k - 1)^2 \pi^2}{288m^2}.
\]

The rest of the proof for the $m > 1$ case follows by the same logic for $\mathbf{T}$, we find $\mathbf{H}$ satisfies Eqs (4.1).

Next we tackle the case when $\lambda_P = 0$.

If $\lambda_P = 0$ and $m = 1$, $\lambda(\mathbf{H}_{\text{sym}}) = \lambda(\mathbf{I} + \tau_H^2 \mathbf{S}^2)$ and $\lambda(\mathbf{H}_{\text{skew}}) = \lambda(-\tau_H \mathbf{S})$. So $\lambda(\mathbf{H}_{\text{sym}}) = 1 - \tau_H^2 |\lambda_S|^2$ and $\lambda(\mathbf{H}_{\text{skew}}) = -\tau_H \lambda_S$, where $|\lambda_S| \in [\|\lambda(\mathbf{S})\|_n, |\lambda(\mathbf{S})|_1]$. For numerical stability, $\rho(\mathbf{H}) < 1$, which may be enforced by requiring $(1 - \tau_H^2 |\lambda_S|^2)^2 + \tau_H^2 |\lambda_S|^2 < 1$. This inequality is satisfied when $\tau_H < 1/|\lambda_S|$.

If $\lambda_P = 0$ and $m > 1$, we have
\[
\rho(\mathbf{H}) \leq \prod_{k=1}^{m} \sqrt{1 - \tau_k^2 |\lambda_S|^2 + \tau_k^4 |\lambda_S|^4}.
\]
Thus by inspection we can see that for $m = 1$, $\tau_H < \frac{1}{|\lambda_S|}$.

For $m > 1$, we define a polynomial

$$ R_H = \sum_{i=0}^{2m} \sum_{k=1}^{m} (-1)^{i+1} \alpha_{i,k} \lambda^i k, $$

where $\lambda = |\lambda_S|^2$, $\alpha_{0,k} = 1$, and $\alpha_{1,k} = \tau k$.

As before we find that we will optimize our problem when $2/(\lambda \phi_k) = \alpha_{1,k}$, where $\phi_k$ is defined as in section 3. This results in the inequality,

$$ \sum_{k=1}^{m} \tau_k < \frac{2m \sqrt{2}}{|\lambda_S|} \sum_{k=1}^{m} \frac{1}{2k-1}. $$

Substituting in for $\sum_{k=1}^{m} \frac{1}{2k-1}$ from section 3, we have

$$ \tau_H < \frac{2m \sqrt{2}}{|\lambda_S|} \left[ \frac{1}{4m(m-1)} + \ln \left( \frac{2m-1}{\sqrt{m-1}} \right) + \frac{\pi}{2} \right]. $$

This concludes our proof Theorem 1.1, which summarizes the relationship of the stepsizes needed for the $G$ and $H$ schemes.

5. Convergence. Let us assume that the $G$ scheme converges. We know that if $\rho(G) < 1$, then $\rho(H) < 1$ and $\rho(T) < 1$ and then all of these schemes converge. In this section we show that these schemes converge to the $G$ scheme.

We begin with convergence of the scheme $H$ to $G$. We define $x^{\ell+1}$ as

$$ x^{\ell+1} = Gx^\ell = |G|^{\ell+1}x^0. $$

Let us define $y^{\ell+1} = Hy^\ell$ with and $y^0 = x^0$.

**Lemma 5.1.** The $H$ scheme converges to the $G$ scheme. That is for $N$ large,

$$ \frac{||y^{\ell+1} - x^{\ell+1}||_2}{||x^0||_2} \to 0, $$

as $\ell \to N$.

**Proof.** Let us define $z^{\ell+1} = Tz^\ell$ with and $z^0 = x^0$. Also let

$$ H_{1,k} = (I - \tau_k P)(I - \tau_k S + \tau_k^2 S^2) \quad \text{and} \quad G_k = I - \tau_k P - \tau_k S. $$

We note that

$$ y^1 = Hx^0 = (H - T)x^0 + T x^0 = (H - T)x^0 + z^1. $$

We can prove by induction that

$$ y^{\ell+1} = z^{\ell+1} + \sum_{j=0}^{\ell} (H)^{\ell-j} (H - T) z^j, $$

$$ = z^{\ell+1} + \sum_{j=0}^{\ell} (H)^{\ell-j} (H - T) (T)^j x^0. $$
Therefore
\[
\frac{\|y^{\ell+1} - z^{\ell+1}\|}{\|x^0\|} = \| \sum_{j=0}^{\ell} (H)^{\ell-j} (H - T) (T)^j \|,
\]
\[
\leq \sum_{i=0}^{\ell} |\lambda_H|^{\ell-j} \|H - T\| |\lambda_T|^j.
\]

Since
\[
H - T = \prod_{k=1}^{m} H_{1,k} - \prod_{k=1}^{m} G_k,
\]
\[
= - \prod_{k=1}^{m} G_k \sum_{n \neq k, n=1}^{m} \tau_n^2 (PS - S^2) + O(\tau_n^3),
\]
then
\[
|\lambda(H - T)|_1 \leq \tau_n^2 (m - 1) (|\lambda(P)|_1 + |\lambda(S)|_2) \prod_{k=1}^{m} |\lambda(G_k)|_1,
\]
where \( \phi = \lambda_1(P)/|\lambda(S)|_1 \). Then
\[
\frac{\|y^{\ell+1} - z^{\ell+1}\|}{\|x^0\|} \leq \frac{4(m - 1)(\phi + 1)}{(\phi^2 + 1)^2} \prod_{k=1}^{m} |\lambda(G_k)|_1 \sum_{i=0}^{\ell} |\lambda_H|^{\ell-j} |\lambda_T|^j.
\]

For a skew dominated system, \( \phi_1 < 1 \). Note that \( |\lambda_H|_1 < 1 \) and \( |\lambda_T|_1 < 1 \) if the T and H schemes converge. For \( N \) large,
\[
\lim_{\ell \to N} \frac{\|y^{\ell+1} - z^{\ell+1}\|}{\|x^0\|} \to 0,
\]
thereby proving that the H converges to the T scheme.

We also have
\[
\frac{\|y^{\ell+1} - x^{\ell+1}\|}{\|x^0\|} \leq \frac{\|y^{\ell+1} - z^{\ell+1}\|}{\|x^0\|} + \frac{\|z^{\ell+1} - x^{\ell+1}\|}{\|x^0\|}.
\]

Now
\[
\frac{\|z^{\ell+1} - x^{\ell+1}\|}{\|x^0\|} = \|(T)^l - (G)^l\|,
\]
\[
\leq |\lambda_T|^l + |\lambda_G|^l.
\]
As \( \ell \to \infty \), since \( |\lambda_T|_1 < 1 \) and \( |\lambda_G|_1 < 1 \), then
\[
\frac{\|z^{\ell+1} - x^{\ell+1}\|}{\|x^0\|} \to 0.
\]

\[ \Box \]

Lemma 5.2. The H scheme has a second order convergence.
Proof. We know that \( \exp(-\mathbf{M}t) \) is the true solution to
\[
\frac{dy}{dt} = -\mathbf{M}y.
\]

We say that \( y(\ell\tau) \) is the exact solution at the \( \ell \)th step. First we look at the error between the \( \mathbf{H} \) scheme solution and the exact solution at the \((\ell+1)\)th step.

\[
\|E_H(\ell + 1)\| = \|y^{\ell+1} - y((\ell + 1)\tau)\|,
\]

\[
= \|\mathbf{H}y^\ell - e^{-\mathbf{M}\tau}y(\ell\tau)\|,
\]

\[
\leq \|\mathbf{H} (y^\ell - y(\ell\tau)) + (\mathbf{H} - e^{-\mathbf{M}\tau})y(\ell\tau)\|,
\]

\[
\leq \|\mathbf{H}\| \|E_H(\ell)\| + \|\mathbf{H} - e^{-\mathbf{M}\tau}\| \|y(\ell\tau)\|.
\]

We have
\[
\|y(\ell\tau)\| = \|e^{-\mathbf{M}\tau}y(0)\| = \|e^{-\mathbf{P}\ell\tau}\| \|e^{-\mathbf{S}\ell\tau}\| \|y(0)\|.
\]

Since \( \mathbf{P} \) is positive definite and \( \mathbf{S} \) is skew, \( \|e^{-\mathbf{P}\ell\tau}\| < 1 \) and \( \|e^{-\mathbf{S}\ell\tau}\| < 1 \), therefore \( \|y(\ell\tau)\| < \|y(0)\| \). Then we have

\[
\|E_H(\ell + 1)\| \leq |\lambda_H| \|E_H(\ell)\| + \|\mathbf{H} - e^{-\mathbf{M}\tau}\| \|y(0)\|.
\]

(5.1)

Since \( \mathbf{P} \) and \( \mathbf{S} \) do not commute,

\[
e^{-\mathbf{M}\tau} = \mathbf{I} - (\mathbf{P} + \mathbf{S})\tau + (\mathbf{P} + \mathbf{S})(\mathbf{P} + \mathbf{S})\tau^2 + O(\tau^3).
\]

Expanding and only keeping the lowest order terms,

\[
\|\mathbf{H} - e^{-\mathbf{M}\tau}\| = \| \prod_{k=1}^{m} \left(\mathbf{I} - \tau_k \mathbf{P} \times (\mathbf{I} - \tau_k \mathbf{S} + \tau_k^2 \mathbf{S}^2) \right) \times \left(\mathbf{I} - \mathbf{P} + \mathbf{S} + (\mathbf{P} + \mathbf{S})\tau^2 + O(\tau^3)\right),
\]

\[
= \| \left( \mathbf{I} - (\mathbf{P} + \mathbf{S})\tau + (\mathbf{P} + \mathbf{S})(\mathbf{P} + \mathbf{S})\tau^2 + O(\tau^3) \right) \|,
\]

\[
= \| \left( \mathbf{I} - (\mathbf{P} + \mathbf{S})\tau + (\mathbf{P} + \mathbf{S})(\mathbf{P} + \mathbf{S})\tau^2 + O(\tau^3) \right) \|,
\]

\[
= \| (\mathbf{P} + \mathbf{S})\tau + (\mathbf{P} + \mathbf{S})(\mathbf{P} + \mathbf{S})\tau^2 + O(\tau^3) \|,
\]

\[
\leq (\lambda_P + |\lambda_S|)^2 \left( \sum_{k=1}^{m} \tau_k^2 - \tau^2 \right) + O(\tau^3),
\]

\[
\leq 2 (\lambda_P + |\lambda_S|)^2 \tau^2 + O(\tau^3).
\]

So we have

\[
\|E_H(\ell + 1)\| \leq (\ell + 1) (\lambda_P + |\lambda_S|)^2 \tau^2 \|y(0)\| + O(\tau^3).
\]

(5.2)
6. An $n+1$ step predictor-corrector scheme. We introduce another variant of the predictor-corrector, multiplicative split operator, super-time stepping scheme, $K$. This is a $n+1$-step scheme with intermediate time steps of size $\tau_i$.

$$K = \prod_{i=1}^{m}(1-\tau_i P) \times \prod_{j=1}^{n}(1-\tau_j S_j), \quad (6.1)$$

where $S_j$ is zero in all rows except the $j$th row and that is the $j$th row of $S$. From the following theorem we find that if $n \leq 4$ then $\tau_H > \tau_K$; if $n = 5$ then $\tau_H = \tau_K$; if $n \geq 5$, then $\tau_H < \tau_K$.

**Theorem 6.1.** The stepsize $\tau_K$ for a stable scheme $K$ for a $n \times n$ matrix $G = P+S$ and $\lambda_1 = \lambda_1(P) > 0$ is bounded above by

$$\tau_K \leq \frac{\bar{\tau}_G}{2} \left(1 + \sqrt{1 + \frac{4}{\bar{\tau}_G \lambda_1(1 - \cos(\pi/(2(n + 2))))}}\right),$$

when $m = 1$. For $m > 1$,

$$\tau_K \leq \frac{\bar{\tau}_G m}{2} \left(1 + \sqrt{1 + \chi^2 \left[\frac{n(n + 2)}{\pi(m - 1)} + \frac{2m(n + 2)}{\pi} \ln \left(\frac{(2m - 1)^2}{m - 1}\right)\right]} + \frac{2m(n + 2)\gamma}{\pi} + \frac{\pi}{8m(n + 2)\sqrt{1 + \chi^2}}\right), \quad (6.2)$$

where $\chi = |\lambda_S|/\lambda_P$.

In the limit that $\lambda_S$ is zero, $K$ is identical to $H$ and $T$.

In the limit that $\lambda_P$ is zero, the CFL condition becomes

$$\tau_K < \frac{2n \sqrt{2}}{|\lambda_S| \pi}$$

for $m = 1$ and for $m > 1$

$$\tau_K < \frac{2mn \sqrt{2}}{\pi |\lambda_S|} \left[\frac{-1}{4m(m - 1)} + \ln \left(\frac{2m - 1}{\sqrt{m - 1}} + \frac{\gamma}{2}\right)\right].$$

**Proof.** For $m = 1$,

$$\prod_{j=1}^{n}(1-\tau_j S_j) = I - \tau S + \tau^2 \sum_{i,j=1}^{n} S_i S_j + Q, \quad (6.3)$$

$$= I - \tau S - \tau^2 \sum_{i,j=1}^{n} s_{ij}^2 + Q, \quad (6.4)$$

where $s_{ij}$ is the element of $S$ in the $i$th row and $j$th column and

$$Q = O(\tau^2 \sum_{i,j,k=1,i<j<k}^{n} S_i S_j S_k).$$
Since \( s_{ii} = 0 \), for all \( 1 \leq i \leq n \), we can replace the product by

\[
\prod_{j=1}^{n} (1 - \tau S_j) = 1 - \tau^2 \sum_{i,j=1}^{n} s_{ij}^2 + Q,
\]

\[
= (1 - \tau^2 \sum_{i,j=1}^{n} s_{ij}^2 + Q_{\text{sym}}) + (-\tau S + Q_{\text{skew}})
\]

and

\[
\| \prod_{j=1}^{n} (1 - \tau S_j) \|_2 \leq \left[ (1 - \tau^2 \sum_{i,j=1}^{n} s_{ij}^2 + \lambda_{\text{sym}}(Q))^2 + \tau^2 |\lambda S|^2 + \tau \lambda (S Q_{\text{skew}} + Q_{\text{skew}} S) + \lambda (Q_{\text{skew}})^2 \right]^{1/2}.
\]

We note that

\[
\sum_{i,j=1}^{n} s_{ij}^2 = \| S \|_F
\]

where \( \| S \|_F \) represents the Frobenius norm of \( S \). We have that

\[
\| A \|_2 \leq \| A \|_F \leq \sqrt{n} \| A \|_2,
\]

for any \( n \times n \) matrix \( A \). From our earlier work with the \( H \) scheme, we know that both the skew and symmetric pieces of \( \lambda(Q) \) and eigenvalues of matrix products including \( Q \) will be of order \( O(\lambda^3) \) where \( \lambda = \lambda_P \) as before. Therefore we will lump these terms together and

\[
\| \prod_{j=1}^{n} (1 - \tau S_j) \|_2 \leq \left[ (1 - \tau^2 |\lambda S|^2 + \tau^2 |\lambda S|^2 + O(\lambda^3)) \right]^{1/2}.
\]

Hence,

\[
\rho(K) \leq \left| (1 - \tau \lambda)(1 + \tau^2 |\lambda S|^2 + O(\lambda^3)) \right|^{1/2}.
\]

(6.3)

For strong stability we set

\[
\left| (1 - \tau \lambda)^2(1 + \tau^2 \lambda(2/\bar{\tau} G - \lambda) + O(\lambda^3)) \right| \leq L_{n+2} \quad \forall \lambda \in [\mu, \lambda_1],
\]

(6.4)

where \( \mu \in (0, \lambda_n] \) and \( 0 < L_{n+2} < 1 \). We can define a polynomial

\[
R_K(\lambda) = \sum_{j=0}^{n+2} \gamma_j \lambda^j,
\]

where \( \gamma_0 = 1 \) and \( \gamma_1 = -2\tau + 2\tau^2/\bar{\tau} G \). We can phrase our problem as thus

\[
|R_K(\lambda)| \leq L_{n+2} \quad \forall \lambda \in [\mu, \lambda_1] \quad \text{(stability)}
\]

\[
|R_K'(0)| = |\gamma_1| \quad \text{maximal} \quad \text{(optimality)}
\]
While this problem looks nearly identical to the strong stability version of the $H$ scheme for $m = 1$ we realize that our equation for $\tau$ will be different as $\gamma_1$ has a different definition.

$$\gamma_1 = \frac{2}{\lambda_1} \left( (\nu - 1) \cos \left( \frac{\pi}{2(n+2)} \right) + 1 + \nu \right)^{-1} = \frac{2\tau^2}{\bar{\tau}_G} - 2\tau. \quad (6.5)$$

Our optimal $\tau_K$ is then, letting $\nu \to 0$,

$$\tau_K = \frac{\bar{\tau}_G}{2} \left( 1 + \sqrt{1 + \frac{4}{\bar{\tau}_G \lambda_1 (1 - \cos(\pi/(2(n+2))))}} \right).$$

Following similar steps from our derivation for $\tau_H$ we expand and find

$$\tau_K \approx \frac{1}{2} + \frac{2(n+2)}{\pi} \sqrt{1 + \chi^2} + \frac{2}{16(n+2)\sqrt{1 + \chi^2}} \bar{\tau}_G, \quad (6.6)$$

where $\chi = |\lambda_S|/\lambda_P$.

The steps for the $m > 1$ case for $K$ follow from the $m = 1$ and $m > 1$ cases of the $T$ and $H$ schemes.

When $\lambda_P = 0$,

$$K = \prod_{k=1}^{m} \prod_{j=1}^{n} (1 - \tau_k S_j).$$

and

$$\rho(K) \leq \prod_{i=1}^{m} \left| \left( (1 - \tau_k^2 |\lambda_S|^2)^2 + \tau_k^2 |\lambda_S|^2 + O(\lambda^3) \right) \right|. \quad (6.7)$$

For strong stability we set $|\lambda_S|^2 = \lambda$ and

$$\left| \prod_{k=1}^{m} \left( 1 - \tau_k^2 \lambda + \tau_k^4 \lambda^2 + O(\lambda^3) \right) \right| \leq L_{mn} \quad \forall \lambda \in [\mu, \lambda_1] \quad (6.8)$$

So we can define

$$R_K = \sum_{k=1}^{m} \sum_{j=0}^{n} (-1)^{j+k} \gamma_{k,j} \lambda^{k,j},$$

where $\lambda = |\lambda_S|^2$, $\sum_{k=1}^{m} \gamma_{k,0} = 1$ and $\gamma_{k,1} = \tau_k^2$. The problem is optimized when

$$\frac{2}{\lambda w_k} = \gamma_{k,1} \quad \text{where} \quad w_k = 1 - \cos \left( \frac{(2k-1)\pi}{2mn} \right).$$

This results in the inequality,

$$\sum_{k=1}^{m} \tau_k < \frac{2mn\sqrt{\lambda}}{|\lambda_S| \pi} \sum_{k=1}^{m} \frac{1}{2k - 1}. \quad (6.9)$$
For $m = 1$, we see that we have
\[ \tau_K < \frac{2n\sqrt{2}}{|\lambda_S|\pi}. \]

For the $m > 1$ case we substitute in for \( \sum_{k=1}^{m} \frac{1}{2k-1} \) from section 3, to find
\[ \tau_K < \frac{2mn\sqrt{2}}{\pi|\lambda_S|} \left[ -\frac{1}{4m(m-1)} + \ln \left( \frac{2m-1}{\sqrt{m-1}} \right) + \gamma \right]. \]

7. Conclusion. We have introduced a new explicit numerical method for the solution of a system differential equations dominated by a skew-symmetric component. Our results presented include a stability proof for this new method as well as providing an analytical stability proof for the stability condition for the super-time-stepping method. We have provided an analytical argument that our new method allows a larger time step for non-symmetric problems.

A numerical demonstration comparing the $H$ scheme with $m = 1$ to super-time-stepping scheme $T$ applied to the skew-dominated Hall and ambipolar diffusion problem in magnetohydrodynamics may be found in [17]. It clearly shows that the time necessary to compute the problem with the $T$ scheme grows extremely large as the skew-symmetric component of the problem increases with respect to the symmetric component while the $H$ scheme becomes more efficient in comparison.

We have also presented a variant of our method that we have found works well in problems in magnetohydrodynamics for matrices of size $7 \times 7$.
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