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ABSTRACT  
This work presents a cross-layer modification to the DSR protocol which discovers high throughput paths on multi-hop wireless mesh networks. The modified DSR incorporates a metric based upon the bandwidth availability at a node into the routing discovery mechanism. We introduce the Access Efficiency Factor (AEF) as an alternative metric to the hop-count for the routing selection mechanism. In this modification, the selected path is identified by finding a path with the highest minimum AEF value. The OPNET modeler has been employed to investigate the performance of the modified DSR protocol on randomly generated network topologies of different node densities. Our results suggest that employing the AEF as a routing discovery metric can significantly increase the average global throughput of wireless mesh networks.
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General Terms  
Algorithms, Performance, Design.

Keywords  
DSR Protocol; Routing Mechanism; MAC Mechanism; WMN.

1. INTRODUCTION  
Wireless mesh networks (WMNs) have attracted the attention of networking industries due to their many desirable characteristics such as multi-hop routing, self-configuration, self-organization, bandwidth fairness, low cost, easy deployment. WMNs consist of two types of nodes: mesh routers and mesh clients. Mesh routers have minimal mobility and contain in addition to the routing capability for gateway/bridge functions additional routing functions to maintain the mesh network. They provide integration with other networks such as the Internet, cellular, etc. and also provide network access for both mesh and conventional clients. Mesh routers are usually equipped with multiple wireless interfaces with the same or different wireless access technologies in order to improve flexibility. Mesh clients can be either stationary or mobile. They are usually equipped with a single wireless interface.

Mesh clients can form a mesh network among themselves and with mesh routers [1]. Mesh clients can also act as a router for mesh networking.

In wireless network, routing protocols play an important role in managing the formation, configuration, and maintenance of the topology of the network [2]. Routing metric defined by the protocols are responsible for establishing the paths in the network. The routing problem in WMNs is generally concerned with finding a good path between the source and the destination nodes. It generally focuses on multiple objectives to be optimized, such as path capacity (which refers to the number of bits per second (bps) that can be sent along the path between the source and the destination nodes) and end-to-end delay.

Many link quality routing algorithms for WMNs have been proposed such as the Expected Transmission Count (ETX) to determine the quality of a route [3]. ETX measures the expectation number of a successful transmission for sending a packet a cross a link. The metric highlights the impact of link loss ratios. The drawback with this metric it that, it does not lead to good paths when the link qualities vary. Draves et. al developed the Expected Transmission Time (ETT) metric [4]. The ETT depends on the loss rate and the bandwidth of each link. The ETT is more effective than hop-count but it does not consider the interference that might be caused by a single link with high loss rate along a path which can cause a dramatic reduction in the overall path performance. Also the ETT does not consider the MAC overhead delays. In order to optimize the path capacity and the end-to-end delay, the Weighted Cumulative Expected Transmission Time (WCETT) was proposed [5]. Like ETX and ETT, WCETT does not take into account interflow interference, link load or link congestion when establishing paths [6]. Yang et al proposed...
similar metrics to WCETT in order to capture the interflow interference [7]. While Zhou et al used the WCETT metric to quantify the intraflow interference [8]. Kysanur et al suggested a link layer protocol for channel assignment and a routing metric that expands WCETT for cases where the switching of interfaces is necessary [9]. The metric is intended to capture the delay when sending a packet and switching an interface from one channel to another. Iannone et al identified the link cost as the inverse of its transmission rate and showed that the throughput can be improved with respect to the hop count metric by finding low-cost paths [10].

A routing algorithm that takes into account the variabiliy of the wireless link quality is required. To achieve this awareness, a cross-layer technique should be employed for routing in order to find reliable and efficient paths to enhance the performance of the network. The objective of this approach is to provide the routing layer with view information at other layers in order to obtain an improvement in the network performance. This work proposes a cross-layer approach that employs MAC layer information at the network layer in order to find high throughput routes between the source and the destination nodes in the network. This is achieved by using the information regarding local availability of bandwidth at the node which is defined through the Access Efficiency Factor (AEF) as the routing metric. By finding paths with large available bandwidths one can optimize the path capacity and hence optimize the global throughput of the network. In this work, we have examined the performance of this new routing metric in networks of different node densities.

The rest of this paper is organized as follows: Section 2 gives an overview of routing in WMNs and discusses the needs of adaptive routing. The definition of the Access Efficiency Factor (AEF) is presented in section 3. An overview of the computer simulation setup is introduced in section 4. Section 5 discusses the network performance and the results of our modified protocol. Finally, we conclude the work and present our plan for the future work in section 6.

2. PERFORMANCE METRIC

Routing over wireless mesh networks is a complex problem due to the variations in link quality, even when nodes are static. The most widely used routing metric for WMNs for finding the routing path is the hop-count metric. It has been shown that the hop-count metric is not an efficient metric for many situations as it does not consider the variability of the wireless link. For example, under congested conditions, the hop-count metric will not be an accurate performance metric. Couto et al showed that routing in multi-hop wireless networks using the hop-count metric is not effective for finding good paths as it is not able to effectively transport data with reasonable delay, throughput and reliability[11]. Gupta et al also demonstrated that routing algorithms which ignore factors such as interference can result in reduced network throughputs [12]. A key challenge in WMNs is the need for an efficient protocol that determines a path according to a certain performance metrics related to the link quality. However, the hop-count metric ignores the wireless link variability. A widely used routing protocol that uses the hop-count metric is the Dynamic Source Routing (DSR) protocol. The DSR protocol operates on-demand and employs an efficient route discovery mechanism. Route discovery packets are used to determine the route from source to destination. Routed packets contain the address of each node it traverses in order to get to its destination.

When a node in the network using the DSR routing protocol attempts to send a packet to a destination node. It first queries its Route Cache Table where the previously discovered routes are reserved. If there is no route found in its cache, the sender node initiates route discovery procedure to find a new route to the destination node.

The route discovery procedure functions as follows: the sender node broadcasts a Route Request packet. Each node receiving a request message rebroadcasts it unless it is the destination or it has a route to the destination in its route cache. Each Route Request packet carries the identifications of the source and the destination nodes, unique request identification and a list of the addresses of the intermediate nodes, by which that Route Request packet has been forwarded. When the destination node receives this Route Request message, it returns a Route Reply message to the source node containing the path taken by the route request message. When the source node receives this route reply message, it caches the path in its route cache in order not to repeat the route discovery process for each new packet destined to the same target node, for more details see [13].

The DSR protocol fails to take account of link quality parameters like the local availability of bandwidth at a node which has an important impact in WMNs based upon the IEEE 802.11 WLAN standard. In order to make the DSR protocol better suited to the WMN environment, we take into account the local availability of bandwidth at each node in the network. This modification can be done by replacing the hop-count metric with an access efficiency factor metric that provides an indicator of the availability of bandwidth. The objective of this modification is to incorporate knowledge of the path capacity into the route discovery mechanism. The strategy behind this modification is to find the optimal path by selecting the path with the highest minimum AEF value.

3. ACCESS EFFICIENCY FACTOR (AEF)

The AEF (η) is a measure of how efficiently a station contends for access to the wireless medium. It is based on the normalized BWaccess and BWload parameters. BWload represents the portion of the transmission rate required by the station for transmitting its load and can be defined as follows [14]:

\[ BW_{load} = \frac{T_{load}}{T_{busy} + T_{idle}} \tag{1} \]

While BWaccess represents the portion of the transmission rate required by the station to win access opportunities for its load and can be shown as follows:

\[ BW_{access} = 1 - BW_{busy} \tag{2} \]

Tbusy and Tidle are expressed as follows [14]:

\[ T_{busy} = \sum_{i} P(i)T_{busy} \tag{3} \]

And
\[ T_{idle} = \sum_i T_{idle}^{(i)} = 1 - T_{busy} \]  
(4)

Where \( T_{busy}^{(i)} \) and \( T_{idle}^{(i)} \) are the durations of the \( i \)th busy and idle intervals respectively within the measurement interval of interest. \( BW_{busy} \) can be defined as follows:

\[ BW_{busy} = \frac{T_{busy}}{T_{busy} + T_{idle}} \]  
(5)

The \( AEF \) is based on the Access Efficiency (\( \eta_a \)) parameter and is defined as [14]:

\[ \eta_a = \frac{BW_{load}}{BW_{access}} \]  
(6)

In calculating the capacity, at the saturation condition when all the free time is used to support the station’s load:

\[ BW_{load}^{(sat)} + BW_{access} = 1 \]  
(7)

Substituting (6) in (7):

\[ BW_{load}^{(sat)} + \frac{BW_{load}^{(sat)}}{\eta_a} = 1 \]  
(8)

Equation (8) can be rewritten as follows:

\[ BW_{load}^{(sat)} \left( \frac{1}{\eta_a} + 1 \right) = 1 \]  
(9)

By defining the \( AEF \) as:

\[ \eta_f = \frac{\eta_a}{1 + \eta_a} \]  
(10)

Equation (9) can be written as follows:

\[ \eta_f = BW_{load}^{(sat)} \]  
(11)

In the equation (11), \( \eta_f \) corresponds to the maximum load achieved by a station under ideal network conditions, i.e. when no other stations are present. For the general case where there is more than one station present in the network:

\[ T_p \propto BW_{load}^{(sat)} \propto \eta_f \]  
(12)

Where \( T_p \) is the station’s throughput and \( BW_{load}^{(sat)} \) is the saturated load of the station. Equation (12) states that the bigger \( \eta_f \) is the bigger saturated \( BW_{load}^{(sat)} \) and hence the bigger the \( T_p \).

4. SIMULATION SETUP

We have examined the performance of the network for different topologies with the modified DSR against the standard DSR protocol. The OPNET modeler is utilized to simulate the performance of the modified DSR protocol. The node traffic was generated using Poisson traffic sources with a rate of 5 packets per second. Packet sizes are set to 512 bytes.

In this work, we have investigated the performance of different wireless network scenarios of different node densities factors (\( DF = 1, 2, 4, 6, 8, 10 \)) by comparing the modified DSR protocol against the standard DSR. We define a node density factor (\( DF \)) as follows.

\[ DF = \pi R^2 \cdot D - 1 \]  
(13)

Where \( R \) is the transmission range of the node in the network and \( D \) is the node density:

\[ D = \frac{\text{Number of Nodes}}{\text{Area}} \]  
(14)

Where Area is the size of the area of the network. \( DF \) represents the number of nodes lie in the transmission range of the sender. The factor -1 in equation (13) represents the sender node itself. In this work we have generated 1000 random topologies for each scenario with one receiver (gateway) and 99 senders. The simulator was run twice for each topology, once with the standard DSR followed by the modified DSR. The average throughput was recorded for each run over 10 minute intervals in order to calculate the percentage improvement for the particular topology. For each scenario the complementary cumulative distribution function (CCDF) of the throughput improvement and the delay increase for all network topologies examined have been calculated. The CCDF provides for a statistical characterisation of the improvement in the throughput and the increment in the delay produced by the modified DSR algorithm.

5. NETWORK PERFORMANCE AND RESULTS

The goal of this work is to analyze the performance of the modified DSR routing protocol against the standard DSR protocol. The analysis focuses on the improvement in the average global throughput and concomitant increase in the average global delay was also analyzed. A modification to the route discovery mechanism has been made which uses new selection criteria. In this modification, the strategy of the algorithm is to determine the optimal path based on the following:

\[ \max_i \{\min_k \{\eta(l_{ki})\}\} \]  
(15)

Where \( l_{ki} \) is a link k in route i. Equation (15) describes the strategy of finding the path with the highest minimum \( AEF \) value which attempts to avoid routing through congested areas in the network. Avoiding a congested area will result in a significant improvement in the network performance. A major advantage of this approach is that it employs passive monitoring of the wireless medium and therefore it does not incur the overhead usually associated with active probing.

We have analyzed the performance of the network scenarios for different \( DF \) values. The CCDF of the percentage throughput improvement and the delay increment were calculated for the modified DSR against the standard DSR, see Figures 1 and 2.
By using the CCDF for all the examined test scenarios, we obtained the fraction of stations \( (F_r) \) that exhibit a probability of percentage throughput improvement \( (P_r) \) greater than or equal to 30% and 50%, see Table 1. The fraction of stations \( (F_r) \) that exhibits a probability percentage delay increment \( (P_r) \) greater than 20%, 30%, and 40% is given in Table 2.

Using Table 1 we have plotted the relationship between the node density factor \( DF \) and the percentage fraction of stations that exhibit throughput improvement greater than 30% and 50%, see Figure 3. We also plot the relationship between the \( DF \) and the percentage fraction of stations that exhibits increment in the delay greater than 20%, 30%, and 40%, see Figure 4. Figure 3 shows that the highest \( F_r \) value occurs at \( DF = 2 \). In Figure 3, when the \( DF \) value exceeds 2 the \( F_r \) value decreases which means that an increased number of interfering nodes results in a reduction in the percentage fraction of stations that exhibit throughput improvement greater than 30% and 50%. We can also observe from Figure 3 that reducing the value of the \( DF \) to less than 2 results in a reduction in \( F_r \) because of the reduced level of connectivity. Reduced connectivity also results in a reduction in the average throughput improvement. In Figure 4, as the \( DF \) value is increased the percentage fraction of stations that exhibit delay increments greater than 20%, 30%, and 40% are also increased. This is because increasing the number of interfering nodes results in an increase in the average global delay time of the network.

### Table 1. Probability Percentage throughput improvement for all examined scenarios of different \( DF \) values.

<table>
<thead>
<tr>
<th>Density Factor ( (DF) )</th>
<th>( P_r[\text{Improvement} \geq 30%] )</th>
<th>( P_r[\text{Improvement} \geq 50%] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>63%</td>
<td>43%</td>
</tr>
<tr>
<td>2</td>
<td>77%</td>
<td>56.5%</td>
</tr>
<tr>
<td>4</td>
<td>66%</td>
<td>37%</td>
</tr>
<tr>
<td>6</td>
<td>60%</td>
<td>30%</td>
</tr>
<tr>
<td>8</td>
<td>50%</td>
<td>9%</td>
</tr>
<tr>
<td>10</td>
<td>39%</td>
<td>3%</td>
</tr>
</tbody>
</table>

### Table 2. Probability Percentage delay increment for all examined scenarios of different \( DF \) values.

<table>
<thead>
<tr>
<th>Density Factor ( (DF) )</th>
<th>( P_r[\text{Increment} \geq 20%] )</th>
<th>( P_r[\text{Increment} \geq 30%] )</th>
<th>( P_r[\text{Increment} \geq 40%] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>24%</td>
<td>6%</td>
<td>0%</td>
</tr>
<tr>
<td>2</td>
<td>33.5%</td>
<td>16%</td>
<td>3%</td>
</tr>
<tr>
<td>4</td>
<td>54%</td>
<td>33%</td>
<td>16%</td>
</tr>
<tr>
<td>6</td>
<td>57.5%</td>
<td>37%</td>
<td>21%</td>
</tr>
<tr>
<td>8</td>
<td>66%</td>
<td>47%</td>
<td>30%</td>
</tr>
<tr>
<td>10</td>
<td>70%</td>
<td>49%</td>
<td>33%</td>
</tr>
</tbody>
</table>
In all the simulation scenarios considered it has been shown that employing \textit{AEF} as a metric in the route discovery mechanism of the DSR protocol significantly improves the average global throughput of the topology. This improvement in the average global throughput of the network is accompanied by an increase in the global delay time.

6. CONCLUSION AND FUTURE WORK

We have modified the DSR protocol to make it better suited to the WMN environment. In this modification, we have replaced the hop-count metric with a metric that reflects the local availability of bandwidth at a node. This is an important issue in IEEE 802.11 WLAN networks where users must contend for access. Including the \textit{AEF} metric (which is a measure to the local availability of the bandwidth at a node into the routing algorithm) in the routing mechanism will increase significantly the overall performance of the network. The objective of our modification is to identify the highest throughput path by finding a path with the highest minimum \textit{AEF} value.

Simulations performed on OPNET modeler for different network scenarios of different node densities show that our modified DSR protocol significantly increases the global throughput of the networks by determining the routes with higher throughputs than a minimum hop-count metric, particularly with paths of two or more hops.

Our future work is to modify the DSR protocol by incorporating hop-count metric in addition to the \textit{AEF} metric and compare the global throughput improvement of this protocol with currently modified DSR protocol. We also are planning to investigate the effect of the variation of the hop-count limit on the network performance for the modified DSR protocol against the standard DSR. The aim of using hop-count metric in addition to the \textit{AEF} is to control the end-to-end delay time in the network. Varying the hop-count limit will allow the network manager to tune to satisfy any maximum delay requirements.
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