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Abstract

The uncertainties of language and the complexity of dialogue contexts make accurate dialogue state tracking one of the more challenging aspects of dialogue processing. To improve state tracking quality, we argue that relationships between different aspects of dialogue state must be taken into account as they can often guide a more accurate interpretation process. To this end, we present an energy-based approach to dialogue state tracking as a structured classification task. The novelty of our approach lies in the use of an energy network on top of a deep learning architecture to explore more signal correlations between network variables including input features and output labels. We demonstrate that the energy-based approach improves the performance of a deep learning dialogue state tracker towards state-of-the-art results without the need for many of the other steps required by current state-of-the-art methods.

1 Introduction

Dialogue processing is a challenging task due to the nature of human conversations. Currently most Spoken Dialogue Systems (SDS) have a core component called the Dialogue Manager that is responsible for: (a) handling dialogue context and understanding user utterances by tracking dialogue states; and (b) generating useful contributions through the use of an appropriate dialogue policy. The dialogue manager component can be developed independently (Budzianowski et al., 2017; Su et al., 2017; Zhao and Eskenazi, 2016) or in an end-to-end dialogue fashion (Williams et al., 2017; Li et al., 2017; Serban et al., 2016). Between the two dialogue manager components, the dialogue state tracker is arguably the more challenging to perfect, as its performance depends on the quality of the speech recognition component, the complexity of natural language used by users, and even the situational context (Ross and Bateman, 2009).

Generally task-oriented dialogue systems with predefined ontologies represent dialogue states as a set of slot-value pairs, and define dialogue state tracking as a multi-task classification problem. The common deep learning approach to dialogue state tracking therefore is to develop different sub-systems for the tracking of each slot – though early layers in the network will often be shared to varying degrees. While this approach has provided reasonable results, we argue that this method does not reflect the natural way that humans process information; specifically that the inter-relationships between slots are not properly taken into account.

In order to account for such relationships in the dialogue context, it is appropriate to consider the problem not as a multi-task classification problem, as is currently common, but as a structured prediction problem. This insight is not in itself novel, as there have been several attempts in the research community to investigate the variable dependencies in dialogue state tracking such as in the multi-task learning model (Trinh et al., 2018), the language modelling tracker (Platek et al., 2016), work building on Conditional Random Fields (Kim and Banchs, 2014), work on Attention-based Sequence-to-Sequence models (Hori et al., 2016) and the work by Williams (2010). Although these architectures are good attempts to engage variable dependencies at different levels of abstraction into the dialogue state tracking process, they have not yet achieved state-of-the-art results and do not provide a clear analysis of the relationships between variables.

Performing prediction of dialogue states where we acknowledge the relationship between slot values casts the problem into a structured prediction task; this is similar to how both image segmentation and part-of-speech tagging are struc-
tered prediction problems in that that output labels are not assumed to be independent. One efficient approach to structured prediction that has been applied widely in recent years are energy-based methods (LeCun et al., 2006). A key intuition of energy-based structured learning approaches is that it can be easier to learn a function to critique a potential solution \( Y \) than to learn to predict \( Y \) directly from an input signal \( X \). Given this intuition, energy-based approaches essentially attempt to learn a function that estimates the goodness of fit between some input feature variable \( X \) and an output hypothesis \( Y \). Given such a trained function, a gradient descent-based inference process then searches for an appropriate \( Y \) at run-time that demonstrates the best fit to a new input vector \( X \).

To investigate the appropriateness of this method, in this paper we apply a variant of the Structured Prediction Energy Network (SPEN) (Belanger and McCallum, 2016) to the Dialogue State Tracking Challenge (DSTC) 2 dataset (Henderson et al., 2014a). To our knowledge, this is the first attempt to apply this formulation of modelling to the DST task. We benchmark our work by comparing it against a number of other dialogue state trackers including the state-of-the-art hybrid dialogue state tracker (Vodolan et al., 2015, 2017).

2 Analysis of Variable Dependencies

The goal of applying a structured learning approach to dialogue state tracking is predicated on the assumption that there are indeed dependencies between slots in the dialogue state. In this section we recap some of the features of the dataset that we have applied and investigate whether such dependencies exist for this dataset.

2.1 DSTC2 Dataset

The Dialogue State Tracking Challenge 2 (Henderson et al., 2014a) is a popular dataset for spoken dialogue state tracking in the Cambridge restaurant information domain. The main task of this challenge, called Joint Goals, requires the models to classify slot-value pairs for four Informable slots; namely food, price range, area, and name. At every turn of the dialogue, each slot must be assigned a value from its set of possible values detailed in the task ontology. However, the analysis shows that the slot name rarely appears in the dataset (see Appendix A.1). Therefore following the approach of a number of other researchers, we focus on the remaining three slots only.

The DSTC2 dataset contains 1612 dialogues in a training set, 506 in a development (validation) set, and 1117 in a test set.

2.2 Data Analysis

We conducted a data analysis on the DSTC2 data using the chi-square test to examine the dependencies between target variables. The chi-square test is an important statistical test to detect associations between variables; however, this test can only give the answer to the question of whether there exist dependencies between variables. Therefore, it is also important to measure the strength of detected dependencies. For this purpose, we perform a chi-square test on the three informable slots in a pairwise fashion and use the chi-square test’s \( \phi \) coefficient to measure the strength of their dependencies (see Appendix A.2). The chi-square test result confirms the existence of pairwise dependencies among DSTC2 data informable slots with the statistical significance \( p < 0.05 \). The dependencies are reported in Table 1 with the \( \phi \) coefficient.

<table>
<thead>
<tr>
<th></th>
<th>food</th>
<th>price</th>
<th>area</th>
</tr>
</thead>
<tbody>
<tr>
<td>food</td>
<td>-</td>
<td></td>
<td></td>
</tr>
<tr>
<td>price</td>
<td>0.608</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>area</td>
<td>0.707</td>
<td>0.393</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Data analysis of variable dependencies on DSTC2 data. The result is reported with \( \phi \) coefficient values.

The statistical test shows that there are associations of different levels among informable slots in the DSTC2 data. We observe that two pairs food – price range and food – area have strong dependencies, while the relationship price range – area is weaker. We argue that this observation indicates the validity of the motivation for our work in that there are dependencies between target labels and hence the dialogue state tracking task can be cast as a structured prediction problem.

3 Energy-Based Learning

Energy-Based Learning is a branch of machine learning that is notable for its usefulness in structured prediction tasks. Energy-based structured prediction methods have been applied in tasks ranging from Part-of-Speech (POS) tagging (Voutilainen, 1995; Ma and Hovy, 2016) through
to instance segmentation tasks in computer vision (Corso et al., 2004; Li and Zhao, 2009; Ngiam et al., 2011). In all of these tasks the output is not a highly structured object, but is rather a set of labels that are not assumed to be independent of each other.

The main intuition behind energy-based methods is that it is too challenging to learn a structured output \( Y \) for a given input vector \( X \), and instead we should learn a function that essentially assesses the goodness of fit between a given structured output \( Y \) and the input vector \( X \). In practice we often assume that the raw data is pre-processed in a domain appropriate way to give us a more useful representation of the data to evaluate against a given target. Thus the energy network actually calculates the goodness of fit between some representation of \( X \), referenced from here on out as \( F(X) \), and a candidate output \( Y \). While in principle a wide range of methods could be used to generate a feature representation \( F(X) \), in this work we assume the feature representation is generated by some form of deep network which we refer to as the feature network. For an image processing task such a network might be based on series of convolutions, while in a language processing task such a network might be based on a recurrent architecture. Given the above, we define that energy function itself simply as \( E(F(X), Y) \) which returns some scalar value.

During training, an appropriate objective function \( L(E, E^*) \), where \( E^* = E(F(X), Y^*) \) is the ground truth energy calculated based on input feature representation \( F(X) \) and target labels \( Y^* \), is used to guide training such that the energy function is minimised for valid combinations of \( F(X) \) and \( Y \) observed in the training data. During runtime we do not have gold standard values for \( Y \), and instead we only have processed inputs \( F(X) \). Thus at runtime we begin with an initial hypothesis for \( Y \) – usually that \( Y = [0]^N \), and we then perform an inference process to update \( Y \) so as to find the best fit according to our learned differentiable energy function. This overall approach is illustrated by Figure 1.

The specific design of the energy function is important in achieving an appropriate estimator for goodness of fit between input vectors and candidate structured outputs. Belanger and McCallum (2016) propose an energy function based around the combination of a local and global energy where global energy gives a scalar that represents the cross correlations for the target vector \( Y \) only, and the local energy considers the relationship between the input vector \( X \) and individual elements of the total output structure variable, i.e., \( y \in Y \). Both the local and global energy functions are approximated as layers in a neural network such that complex energy functions may be learned from the training data.

As indicated, the energy function beside being used to produce scalar energy values is also used to generate predicted output variables. This process is called the Inference process. Commonly a gradient-based technique is used to generate the output variable in a continuous space (Belanger and McCallum, 2016; Belanger et al., 2017). The inference process can be formulated as follow:

\[
y_{t+1} = y_t - \eta_t \nabla_y(E(X, Y)) \tag{1}
\]

where \( \eta_t \) is the learning rate at time step \( t \), and \( \nabla_y(E(X, Y)) \) is the gradients of energy value with respect to the output variable.

The process to train the energy network parameters is called the Learning process, where an objective function is used to calculate how good the prediction is, and its gradients are used to back-propagate throughout the network. It is important to define a good objective function for the network (LeCun and Huang, 2005). This process is standard for deep learning models. The parameters are updated with the formula:

\[
\theta \leftarrow \theta - \lambda \nabla_\theta (L(E, E^*)) \tag{2}
\]
where $\theta$ is the network parameters, $\lambda$ is the learning rate, and $\nabla_\theta (L(E, E^*))$ is the gradients of the loss between predicted and ground truth energies with respect to trainable parameters of the network.

4 Energy-Based Dialogue State Tracker

Based on the general principles of energy based modelling, we propose a deep learning energy-based architecture for dialogue state tracking. Given the approach outlined in the previous section, the model consists of three main components:

- **Feature network** is a function implemented as a deep learning network to transform dialogue input into an appropriate representation which can be fed to the energy function.

- **Energy function** is a function implemented as a feed-forward network that is trained to assign scalar energy values to any given configuration of input and output variables.

- **Loss function** is a function that provides a measurement of the quality of the network predictions.

In the following we provide details of these components as we specifically designed them for the DSTC2 dataset.

4.1 Feature Network

DSTC2 dialogue data consists of a number of calls (conversations) which in turn are built out of a sequence of turn pairs. Each turn pair consists of the user utterance itself, and a system response – referred to as the machine act.

User utterances are sequences of words (tokens); thus we use a bidirectional LSTM architecture (Hochreiter and Schmidhuber, 1997) to generate an initial representation of the whole word sequence in a turn (see Figure 2). This utterance LSTM is fed using a word embedding layer that is trained directly on our data; empirically we found this to provide us with better results than using a public pre-trained word embedding component.

Machine acts are provided in a semantic representation format, therefore we first parse these into vector representations following the approach outlined in the Word-based Dialogue state tracker (Henderson et al., 2014b). These machine act vectors are high-dimensional one-hot encodings; therefore we find it useful to feed these through an encoder to produce a reduced distributed representation (see Figure 3).

We concatenate the encoded machine act vector with the output vector of the bi-directional utterance encoder to form a dialogue turn representation vector.

In order to handle dialogue input and dialogue history, it is necessary to use a second LSTM layer unrolling throughout individual turns to build up a complete representation of the dialogue (see Figure 4). Therefore, we feed the input vector produced for each turn into the second full-dialogue LSTM, and receive a fixed-size output vector – this is thus a representation of the whole dialogue up to the current turn. Hyper-parameters for the two LSTM layers plus the embeddings layers used to produce distributed representations of both user utterances and machine acts are presented later in Table 2.

While it is possible for us to feed the output of the second LSTM layer directly as input to an energy layer and perform training, this approach is sub-optimal. As noted by Belanger and McCallum...
Figure 4: The deep LSTM architecture to transform dialogue input into fixed-size vector representations.

(2016), the feature network should ideally be pre-trained to improve the quality of features. Therefore we pre-train our feature network by plugging it into a multi-task style learning architecture for dialogue state tracking in the style of that proposed by Trinh et al. (2018). Specifically, to complete pre-training the outputs of the second LSTM are fed to a set of three softmax outputs that affect three independent multinomial targets. Optimisation with backpropagation is then used to train the network in the normal way. When used as input to the energy network, the final layer consisting of a set of three softmax operations are discarded and instead the LSTM outputs are taken to be the output of the feature network, i.e., \( F(X) \).

The above approach has the advantage that the feature network’s output vectors \( F(X) \), i.e., the outputs of the turn based LSTM, are already well aligned to producing candidate target representations \( Y \) – although they are not actual candidate targets.

### 4.2 Energy Function

The energy function is implemented on top of the feature network to assign the scalar energy values to combinations of dialogue input and output variables. It should be noted though that the energy function in the literature is usually defined in terms of \( X \) and \( Y \), but, for the sake of clarity, we will describe it in terms of \( Y \) and \( F(X) \), our pre-trained feature representation.

We build our model based around that proposed for the Structured Prediction Energy Network (SPEN) model (Belanger and McCallum, 2016). In this approach the energy function is the summation of individual Local energy and Global energy terms:

\[
E = E_{local}(F(X), Y) + E_{global}(Y)
\]  

Local energy is computed between input and output (label) variables.

\[
E_{local}(F(X), Y) = \sum_{i=1}^{T} y_i W_i^T F(X)
\]

where \( W_i \) is a vector for each label, and \( y_i \in Y \) is the \( i^{th} \) label in the label set.

Global energy meanwhile captures the relationship between labels in the set of output variables independently of the input features. It is also called Label energy and is given below:

\[
E_{global}(Y) = W_{g2}^T \tanh(W_{g1}^T Y)
\]

where all weights \( W, W_{g1}, \) and \( W_{g2} \) are parameters that are learned during the training process.

### 4.3 Loss Function

There are several options for designing the loss function for use in energy-based modelling. In our architecture, we use a loss function based on that proposed for the end-to-end SPEN model (Belanger et al., 2017). This is given as follows:

\[
L = \frac{1}{T} \sum_{t=1}^{T} \frac{1}{T-t+1} L(y_t, y^*)
\]

where \( T \) is the number of iterations in the inference process, \( t \) is an iterative variable running through the inference loop, and \( L(y_t, y^*) \) is the loss function between the predicted output and the target labels.

The motivation for this loss function is that it measures the quality of every generated prediction \( L(y_t, y^*) \) in the inference loop, and encourages the Energy function to produce good quality prediction by including the coefficient for each iteration \( \frac{1}{T-t+1} \).

Although the end prediction \( y_T \) is our desired output, it is not advised to only calculate loss value of this output. If doing so, the model can possibly
generate the output only at the last inference iteration rather than moving smoothly towards the output in the loop.

Since we define the dialogue state tracking task as a multilabel classification task, we use the cross entropy loss for the formula \( L(y_t, y^*) \).

5 Experiments

In this section we provide details of the dataset, hyper-parameter selection, and validation results. Test results are presented in the next section.

We train our models with the training set and use the development set to select the best trained parameters. Following this, we run our models with the test set and report those results.

For the food type, price range, and area slots, we merge all three labels into a single multi-label classification task for the sake of the energy-based calculations. In other words we sacrifice the domain constraint that one and only variable can be active individually for each of our slots and instead look for complete global configurations. This is necessary to allow a more elegant integration with the energy-based mechanisms we introduced in the previous sections. In practice our model still (mostly) learns that we need one and only one slot for each of the food, price range, and area related subspace of our target variable.

The model performance is evaluated and reported with the accuracy metric, which is one of the feature metrics for the DSTC2.

5.1 Model hyper-parameters

As indicated earlier, we developed a multi-task deep learning state tracker to pre-train the feature network which is subsequently supplied to the energy-based network. This network in practice also serves as a valid benchmark against which we can compare the results of our energy-based model.

This multi-task learning network consists of our feature network (section 4.1) leading into three classifiers for the three informable slots. These three classifiers are implemented with softmax output activation function as tracking each slot by itself is a multinomial classification task. We train all parameters of this system end-to-end with a cross entropy loss function and use the Adam optimizer.

The energy-based system is trained with the best set of pre-trained parameters from the multi-task learning-based system having reviewed its performance on the DSTC2 development set. As we combine the labels of informable slots, the task then becomes a multilabel classification task. Therefore we use a sigmoid activation function for the output of the energy-based system to produce predictions rather than using three softmax functions as used in the multi-task network above.

The detail of the selected hyper parameters are presented in the Table 2. All hyper parameters are chosen through a strict selection based on the experiments on DSTC2 training and development sets. We developed our energy-based model in TensorFlow (TF) 1.13 (Abadi et al., 2015). As is the case with the multi-task system, we apply the cross entropy loss function and the Adam optimizer (Kingma and Ba, 2015) to train the energy-based network.

<table>
<thead>
<tr>
<th>Hyper parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Feature network</strong></td>
<td></td>
</tr>
<tr>
<td>Machine acts encoded size</td>
<td>300</td>
</tr>
<tr>
<td>Encoder output activation</td>
<td>tanh</td>
</tr>
<tr>
<td>Word embedding size</td>
<td>300</td>
</tr>
<tr>
<td>LSTM number of units</td>
<td>128</td>
</tr>
<tr>
<td>LSTM drop out</td>
<td>0.2</td>
</tr>
<tr>
<td>LSTM output activation</td>
<td>tanh</td>
</tr>
<tr>
<td><strong>Inference process</strong></td>
<td></td>
</tr>
<tr>
<td>Number of iterations</td>
<td>50</td>
</tr>
<tr>
<td>Initial learning rates</td>
<td>0.001</td>
</tr>
<tr>
<td>Non-linearity function</td>
<td>tanh</td>
</tr>
<tr>
<td><strong>Learning process</strong></td>
<td></td>
</tr>
<tr>
<td>Loss function</td>
<td>Cross entropy</td>
</tr>
<tr>
<td>Optimizer</td>
<td>Adam</td>
</tr>
<tr>
<td>Learning rate</td>
<td>0.001</td>
</tr>
<tr>
<td>Maximal global gradient norm</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 2: Basic hyper parameters used in experiments constructing the energy-based dialogue state tracker.

5.2 Validation results

During the development phase we carry the evaluation of our multi-task learning-based and energy-based models against the DSTC2 development set in order to find the best set of parameters. We report on both a mean accuracy produced with Tensorflow directly from our data, and the Joint Goals accuracy produced by the toolset provided for the DSTC2 dataset (Henderson et al., 2013). We present the validation results in Table 3.

In the validation results we observe that ap-
Model | TF Acc. | DSTC2 Acc.  
--- | --- | ---  
Multi-task | 0.719 | 0.692  
Energy-based | 0.759 | 0.715  
DSTC2 Baseline | 0.623 |  

Table 3: Model performances on the Joint Goals task of DSTC2 development set.

Applying the energy network on top of deep learning feature network improves the accuracy on the main tracking task by a margin up to 4%. We also see that there is a big gap between raw accuracy during the training process and external DSTC2 joint goal accuracy results when running evaluation on the output track file. This can be explained by a number of factors, including our exclusion of one of the informative slots from the DST task, that brings the accuracy on the DSTC2 development set down by nearly 1%, and the fact that the raw accuracy metric is carried on mini-batches while the DSTC2 metric evaluates the output of the whole dataset. Despite the differences, it is clear that the overall indicative result indicates a strong improvement with the application of the energy network.

### 6 Results & Discussions

We selected the best fitting set of hyper-parameters and the highest accuracy checkpoint from validation for use on the test set. We report our results against the DSTC2 baseline and other state-of-the-art trackers (see Table 4). We choose reference dialogue state trackers that are related to our work in different aspects such as their investigation of variable dependencies or because the network architecture is similar to or inspired that which we use. The evaluation metric used on test results is the accuracy provided by the DSTC2 reference evaluation system since this is the same metric used by the published solutions.

Similar to the development set, the energy-based model outperforms the multi-task deep learning tracker by a large margin. The observed improvement can only be achieved due to the energy function and inference process of the energy-based learning approach. Our multi-task learning-based tracker is developed with a straight-forward recurrent neural networks (RNN) architecture. The multi-task model is trained to track all three DSTC2 informative slots at the same time, but it does not really tackle the relationships between them. On the other hand, the energy-based network includes the possible dependencies of these slots by using an energy function over all slot labels and pre-trained features.

As mentioned above there exist Dialogue State Trackers that also tackle the relationships between variables such as EncDec Framework (Platek et al., 2016), MTL-based model (Trinh et al., 2018), and Conditional Random Field (CRF) tracker (Kim and Banchs, 2014). When comparing our energy-based model with those, we observe that our work achieves higher accuracy than those for the DSTC2 test set. Two out of three trackers, namely the MTL-based model and EncDec Framework, try to track Dialogue States within the incremental dialogue context, that limited their performances in general. Our work does not include the incrementality phenomenon. Kim and Banchs (2014) manually define input features in their work, that do not perform well. In our work we set up the model to learn these features automatically, and see improved results.

Among the state-of-the-art DSTC2 trackers, the Hybrid model (Vodolan et al., 2015, 2017) is the most similar in architecture to our work. Both approaches use a deep learning model as a feature network. The difference between their and our trackers lies in the algorithms applied on top of the feature network. For the hybrid tracker the authors apply a set of manual rule-based differentiable calculations to predict the dialogue states, while in our work we implement an energy network, that is also deep learning-based. The Word-based tracker (Henderson et al., 2014b) is a fully RNN-based model, that is notable for its high performance and the feature extraction technique. Vodolan et al. (2017) as well as our work adopts this technique.

| Model | Accuracy  
--- | ---  
Hybrid Tracker | 0.796  
Word-based Tracker | 0.768  
EncDec Framework | 0.730  
MTL Model | 0.728  
CRF Tracker | 0.601  
**Our work** |  
Energy-based Tracker | 0.749  
Multi-task Tracker | 0.720  
DSTC2 Baseline | 0.719  

Table 4: The performances of Dialogue State Trackers on the Joint Goals task of DSTC2 test set.
to extract features from dialogue input.

6.1 Variable Associations Analysis

As observed above, the energy-based system performs better than the multi-task model in overall score of accuracy. However, the accuracy metric does not provide any extra information in terms of variable associations that the energy-based approach takes advantage of. Therefore, we performed further analysis on the results that our trackers produced for DSTC2 test set to compare our predictions to those of the DSTC2 baseline system. The analysis is conducted in a similar fashion to that presented in section 2.2, and is presented in Table 5.

<table>
<thead>
<tr>
<th></th>
<th>food-price</th>
<th>food-area</th>
<th>price-area</th>
</tr>
</thead>
<tbody>
<tr>
<td>Testset</td>
<td>0.609</td>
<td>0.658</td>
<td>0.428</td>
</tr>
<tr>
<td><strong>Our work</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Energy</td>
<td>0.577</td>
<td>0.659</td>
<td>0.428</td>
</tr>
<tr>
<td>MTL</td>
<td>0.523</td>
<td>0.687</td>
<td>0.447</td>
</tr>
<tr>
<td>Baseline</td>
<td>0.497</td>
<td>0.657</td>
<td>0.389</td>
</tr>
</tbody>
</table>

Table 5: Result analysis of variable dependencies on the DSTC2 test set. The analysis is reported using the φ coefficient values for each informable slot pair. In the table, the first block is variable dependencies in labels of the test set, while the second block is variable dependencies detected by our energy-based (Energy) and multi-task (MTL) trackers, and the last block is the result of the best DSTC2 baseline system.

The analysis result demonstrates that our energy-based system is capable of tackling the presence of variable dependencies in DSTC2 test set. The energy-based method reflects the relationships of two informable slot pairs, food – area and price range – area, and produces a very close relationship for the other pair, food – price range. On the other hand, the multi-task learning approach manages to capture some dependencies that is shown in the result with bigger margins for all variable pairs.

Overall both the deep learning-based methods outperform the best DSTC2 rule-based baseline system in comparing variable dependencies in the tracking process for at least two out of three informable slot pairs of the task.

7 Conclusion

In this paper we presented an energy-based approach to Dialogue State Tracking task that improves the overall performance of a basic deep learning-based model. Energy-based Learning is notably good at structured prediction that we argue applies to the DST task. The results of our work strengthen the hypothesis that dependencies between variables within the dialogue context have an impact on dialogue state tracking performance. To our knowledge this is the first attempt to apply energy-based learning in a dialogue processing task. Though our results do not in themselves improve on the state of the art, the difference relative to a multi-task deep learning model is significant enough to indicate that the method could lead to improvements on the state of the art if combined with the state of the art. Beyond that combination with hybrid state-of-the-art models, there is other room for improvement. Our current plans includes the investigation of multivariate dependencies in dialogue processing with a larger domain and cross domains. We also believe that it is good to conduct an extensive analysis on variable dependencies in data and performances of different architectures.
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Task

Given a contingency table (table of counts) of two variables \( A \) and \( B \). Let \( P(A_i) \) and \( P(B_j) \) are probability of appearance in the population of the categories \( A_i \) and \( B_j \). Test the relationship between these two variables (dependent or independent).

**Step 1** Define hypotheses of the task.

\[
H_0: \text{The two variables are independent} \quad P(A_i \cap B_j) = P(A_i)P(B_j) \quad (7)
\]

\[
H_1: \text{The two variables are dependent} \quad P(A_i \cap B_j) \neq P(A_i)P(B_j) \quad (8)
\]

**Step 2** Calculate expected frequency of \( \{A_i, B_j\} \) based on the input

\[
E_{ij} = P(A_i) \cdot P(B_j) \cdot N \quad (9)
\]

where \( N \) is the population.

**Step 3** Calculate the chi-square error

\[
\chi^2 \bigg|_V = \sum_i \sum_j \left( \frac{O_{ij} - E_{ij}}{E_{ij}} \right)^2 \quad (10)
\]

where \( V \) is degree of freedom, \( O_{ij} \) and \( E_{ij} \) are observed and expected frequencies subsequently.

**Step 4** We reject \( H_0 \) if the computed test statistics \( \chi^2 \bigg|_V \) is high and the significance coefficient \( p < 0.05 \).

There exist several measurements of association strength between variables directly related to the chi-square test statistics. There measures are scaled between 0 and 1 indicating that 1 is the perfect relationship and 0 is no relationship between variables. We choose \( \phi \) coefficient to report the level of dependencies between slots in DSTC2 data as in section 2.2.

\[
\phi = \sqrt{\frac{\chi^2}{N}} \quad (11)
\]

where \( \chi^2 \) is the chi-square statistic value, and \( N \) is the number of samples in dataset.