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Abstract The issues of cyberbullying and online harassment have gained considerable coverage in the last number of years. Social media providers need to be able to detect abusive content both accurately and efficiently in order to protect their users. Our aim is to investigate the application of core text mining techniques for the automatic detection of abusive content across a range of social media sources include blogs, forums, media-sharing, Q&A and chat - using datasets from Twitter, YouTube, MySpace, Kongregate, Formspring and Slashdot. Using supervised machine learning, we compare alternative text representations and dimension reduction approaches, including feature selection and feature enhancement, demonstrating the impact of these techniques on detection accuracies. In addition, we investigate the need for sampling on imbalanced datasets. Our conclusions are: (1) Dataset balancing boosts accuracies significantly for social media abusive content detection; (2) Feature reduction, important for large feature sets that are typical of social media datasets, improves efficiency whilst maintaining detection accuracies; (3) The use of generic structural features common across all our datasets proved to be of limited use in the automatic detection of abusive content. Our findings can support practitioners in selecting appropriate text mining strategies in this area.

1 Introduction

Bullying [22] is defined as repeated exposure to negative actions on the part of others. The emergence of bullying in the online world has been termed cyberbullying.
ing, where bullying is carried out using electronic forms of contact repeatedly and over time [27]. Social media sites allow users to enter comments, post messages and publish micro-blogs, opening avenues for cyberbullying or harassment. It is of prime importance to be able to detect such content when it is posted by users, and to moderate the content prior to publishing it. Harassment, a less targeted version of bullying, is defined as communications in which the user intentionally annoys one or more others in a web community [32]. Cyberbullying and harassment comments share the same features of containing text that is designed to annoy, to hurt and to abuse. In this paper, we address the problem of how to detect such content automatically. We examine text mining strategies to enable us to automatically detect cyberbullying and harassment content for social media sites, using eight datasets. We use the general term abusive content to refer to user content that has been interpreted as either cyberbullying or harassment.

Published research related to abusive content on social media sites has initially concentrated on identifying the nature and extent of the problem as it has emerged over the past decade. More recently, research on the computational approaches to detecting such content has gained traction. Recent work has focussed on the use of natural language processing (NLP) and machine learning approaches. Existing work has examined the use of suitable features for classification, and the improvement of classification algorithms. We explore these in section 2.

The use of text mining techniques hold promise for this area, given the requirement for automated classification and the textual nature of user comments. There are a wide range of social media sites, each with their own information formats, purposes and target user bases. To support our work, we have selected eight labelled datasets across the following social media sources: Twitter, MySpace, Formspring, Kongregate, YouTube and SlashDot. Each of these datasets contain user comments that have been categorised into two classes: positive classes for instances that are labelled as containing abusive content and negative classes for instances that are deemed not abusive. We focus on a number of points: (1) How to address the inherent imbalance of social media datasets when used for automated classification. There is typically a far higher proportion of negative class instances than positive, thus lowering detection accuracies for abusive content. (2) Optimal text representations for the actual dataset instances. (3) Appropriate strategies to address the high feature dimensionality that is inherent in social media datasets due to the textual nature of the social media user content. Dimension reduction techniques including feature selection and extraction strategies are examined to enable faster, more accurate detection. (4) Analysing detection accuracies using generic structural features that are common to all our datasets. Our results demonstrate that the impact of these features is limited for improvement of accuracies in detection of abusive content.

A key contribution of this paper is the application of core text mining techniques for abusive content detection across a variety of social media datasets from leading social media sites. Existing works on text mining in the social media domain use a smaller number of datasets in comparison - whereas our approach using eight datasets allows us to compare text mining techniques for abusive content across a variety of social media forums. In particular, our work contains an empirical compari-
son of core text mining techniques in the social media domain, which will be useful in the selection of applicable approaches. As part of this, our findings highlight the occurrence and treatment of imbalanced classes in order to maximise abusive content detection accuracies. We also identify the importance of appropriate metrics in this domain, where the impact of a false negative result is arguably higher than a false positive.

The paper is laid out as follows: Section 2 discusses related work in the area of text-mining and abusive content detection. Section 3 explains our approach to our work, the techniques to be applied and the datasets used. Our experimental work and results are presented in section 4, with conclusions in section 5.

2 Related Work

Text mining has been widely used for analysing user generated content in social media sites and online services, in the areas of sentiment analysis [24, 23], spam filtering [17, 20], political orientation [5] and recommendation systems [33]. The use of such techniques to detect abusive content has only emerged in recent years. A barrier for the use of text mining techniques for abusive content detection is the lack of labelled datasets in the field. At present, researchers collect data, and annotate by one of two approaches - their own labelling effort [30, 9, 1, 19] which is time-consuming or through the use of crowdsourcing services [25, 2] such as Amazon’s Mechanical Turk which can be costly.

A key to successful classification is the generation of appropriate features and this is a focus of research effort in the field of abusive content detection. Reynolds et al. [25] developed a simple keyword matching approach that uses a list of profane words. In order to avoid misspelling and abbreviation, Sood et al. [28] improved on this static keyword-based approach by using the Levenshtein Distance. However, a high percentage of profanity words do not in fact constitute inappropriate content, so are not suitable for discrimination [16].

Much research in this area uses the standard feature representation of Bag-of-Words and N-grams [30, 19, 32] but have not included any feature selection techniques to improve effectiveness and efficiency. Other research takes extra information into account to enhance classification accuracy such as user profile features [9, 8] including age and gender; semantic features of the user comment [30, 9, 1, 32] such as parts of speech, number of pronouns; and features such as profanity word occurrences [1, 32, 4]. Text context features have also been analysed in recent years. Given the interactive nature of cyberbullying, Bayzick et al. [1] processed conversations by using a moving window of 10 posts to capture context features; Dadvar et al. [11] boosted cyberbullying detection performance by using history activities, including the frequency of profanity in the user’s previous comments. Although additional features improve the accuracy results on given datasets, their limitation is that they may not generalise well across different sources as they are specific to the domain or source from which they are gathered [18].
Other research has focused on investigating classification algorithms. Well-known classifiers have been used in this domain including Support Vector Machines (SVM) [9, 16], Naïve Bayes [4, 13], logistic regression [29], and decision trees [25, 16]. Classifier ensemble solutions have also proven successful. Dinakar et al. [13] identified that automatically detecting cyberbullying by using binary classifiers for individual labels in a multiclass problem outperforms multiclass classifiers. Silva et al. [7] presented an ensemble classifier that predicts content by averaging a variety of classifiers results in order to avoid over-fitting.

In addition to detecting abusive text content, previous research has focussed on detecting other abuse related information through the use of machine learning. Dadvar et al. [10] detected cyberbullies instead of detecting text content; Nahar et al. [21] used social networks to present a graph model, identifying the most active cyberbullying predators and victims; Xu et al. [31] explored the detection of roles within cyberbullying, and identified those of bully, victim, accuser and reporter. In addition, research [30, 13, 29] used Latent Dirichlet Allocation (LDA) to extract the main topics for each text content. Using this, Xu et al. [30] identify what topic of cyberbullying merits focus;

In our work, we focus on improvements to abusive content detection performance using text mining techniques that can be used across any social media user comment text sources. We will use a proven supervised learning classifier for our algorithm, concentrating on the evaluation of core text mining approaches that enhance the feature representation and dimension reduction part of the classification process.

3 Approach

We have used eight published datasets from social media sources that have already been labelled for cyberbullying or harassment. The datasets have several common characteristics: (1) All datasets consist of user comments posted by users of the service. (2) The datasets are imbalanced, typically containing far fewer positive (abusive) instances than negative (non-abusive). (3) The datasets contain unstructured text, with a resultant high number of sparsely populated features when tokenised. We focus on identifying optimal text representations, dimension reduction techniques, the need and approach for class re-balancing, and finally, the impact of generic structural features of the data. Firstly, we explain each of the datasets used, followed by a description of text mining and classifier techniques we propose to use.

3.1 Datasets

Our eight datasets will be referred to as D1, D2 through to D8 for the reminder of the paper. They have been collected from publicly available social media message boards and user comment areas. The social site platforms are varied, includ-
ing Question&Answer, forum, micro blogging, chat and multimedia sharing. All sources contain free-format user comments, so are prone to receiving abusive content. The following is an overview of each dataset, with Table 1 showing the source and summary statistics including the number of instances, the proportion of positive and negative instances and the average number of characters across instances.

<table>
<thead>
<tr>
<th>Data Source</th>
<th>Dataset Style</th>
<th>Labelled for</th>
<th># of Instances</th>
<th>Avg Len</th>
<th>Class Dist. (Pos./Neg.)%</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1 Twitter</td>
<td>Micro-Blog</td>
<td>Cyberbully</td>
<td>3110</td>
<td>72</td>
<td>42/58</td>
</tr>
<tr>
<td>D2 YouTube</td>
<td>Video-Sharing</td>
<td>Cyberbully</td>
<td>3466</td>
<td>887</td>
<td>12/88</td>
</tr>
<tr>
<td>D3 MySpace</td>
<td>Forum</td>
<td>Cyberbully</td>
<td>1710</td>
<td>1503</td>
<td>23/77</td>
</tr>
<tr>
<td>D4 Formsping</td>
<td>Q&amp;A</td>
<td>Cyberbully</td>
<td>13153</td>
<td>101</td>
<td>6/94</td>
</tr>
<tr>
<td>D5 Kongregate</td>
<td>Chat</td>
<td>Harassment</td>
<td>4802</td>
<td>21</td>
<td>1/99</td>
</tr>
<tr>
<td>D6 SlashDot</td>
<td>Forum</td>
<td>Harassment</td>
<td>4303</td>
<td>429</td>
<td>1/99</td>
</tr>
<tr>
<td>D7 MySpace</td>
<td>Forum</td>
<td>Harassment</td>
<td>1946</td>
<td>251</td>
<td>3/97</td>
</tr>
<tr>
<td>D8 Twitter</td>
<td>Micro-Blog</td>
<td>Cyberbully</td>
<td>1340</td>
<td>67</td>
<td>13/87</td>
</tr>
</tbody>
</table>

**D1-Twitter** Xu et al. [30] collected a dataset from Twitter using the rule that each collected tweet contains at least one of the following keywords: bully, bullied and bullying. Each instance in this dataset was annotated by five non-author expert annotators. Twitter entries are short (140 characters maximum) and unthreaded, as retweets are not included.

**D2-YouTube** Dadvar et al. [9] created a corpus of comments from the video upload site, YouTube, by scraping comments from sensitive cyberbullying topics within the site. Each labelled instance consists of a single user’s comment. The data was manually labelled for cyberbullying by non author researchers.

**D3-MySpace** Bayzick et al. [1] crawled posts from MySpace, which is thread-style forum social website. To allow for newer comments in a thread that may deviate from the initial topic, the authors grouped comments using a moving window of 10 posts to create a single post which then was labelled manually by three annotators for cyberbullying. So each instance consists of up to 10 different users’ comments which is the longest average length (1503 characters) among the eight datasets. If any one individual comment contain abusive content, the overall instance containing the 10 posts is labelled as abusive.

**D4-Formsping** This popular question and answer style social site was crawled by Reynolds et al. [25] who used Amazon’s Mechanical Turk, a crowd-sourcing service, to label the data for cyberbullying. Each instance contains a single user answer to one question.

**D5-Kongregate, D6-Slashdot, D7-MySpace** These datasets were selected by Yin et al. [32] from a corpus labelled by Fundacian Barcelona Media (FMB) for the CAW 2.0 workshop¹ for a task on harassment detection. D5 was collected from the chat style website, Kongregate, which provides an online space for users to discuss

¹ url: http://caw2.barcelonamedia.org
the game industry. The content is short length with few words (21 characters on average). Each instance is one user’s comment but not always relevant to games. Slashdot, which was used for D6, is a web publisher of technology stories. It is a forum site of thread-posts style. Users can post comments on specific topic. Each post is a standalone post and belongs to one thread. D7, as the same source as D3, is gathered from Myspace and consists of standalone posts. However, unlike D3, posts in D7 are labelled for harassment individually.

D8-Twitter Mangaonkar et al. [19] scraped tweets from web pages that had reported cyberbullying instances. Non-bullying instances were gathered randomly from Twitter. The authors then manually labelled the data (single tweet) for cyberbullying for the purpose of validation.

For each dataset, we perform the following pre-processing operations: all letters are changed to lowercase; links started with 'http://' or 'https://' are replaced by the generic term `url_links`; names following the ‘@’ symbol are replaced by the anonymous name `@username`. Given that social media site user comments are typically conversational in style and short, we have not implemented the removal of stop-words or stemming.

3.2 Methodology

3.2.1 Validation

To conduct our tests, we use 10-fold cross validation on each dataset. Each dataset is randomly partitioned into 10 equally sized and stratified groups or folds (the ratios of positive instances to negative instances are the same in each fold and in the original dataset). The model training is run 10 times, with each fold held back exactly one to be used as test data, with the remaining folds used for training. The results are then averaged across the folds, using suitable performance measures, to determine the accuracy of the positive and negative classes’ detection.

3.2.2 Measures

The ultimate purpose in our work is to boost the ability to detect abusive content. In this context, the impact of a false negative (abusive content not detected and reaching the user audience) is arguably higher than a false positive whereby clean content is wrongly categorised as abusive and held back from the user base. Therefore, we need to focus in particular on the accuracy of the positive class (instances containing abusive content).

In addition, most of the datasets have an imbalanced class distribution, as shown in Table 1, with a far higher occurrence of negative instances. The Kongregate dataset for example, has just 1% of the dataset contents tagged as abusive content. In
this case, viewing accuracy at dataset level, an accuracy of 99% can be achieved by blindly categorising every instance as negative. We will therefore use average class accuracy, also known as average recall, rather than overall dataset level accuracy in the rest of paper to avoid hiding underlying issues with the positive class. Recall for a class is calculated as total instances correctly identified for the class, over total number of instances of that class. The equation for Recall for the positive class is given in Equation 1.

\[
\text{Recall} = \frac{\text{TruePositives}}{\text{TruePositives} + \text{FalseNegatives}}
\]  

(1)

### 3.2.3 Text Representation

Both bag-of-words (BoW) and N-grams are commonly used for text representation in text-mining. In both cases, the text has been split into a set of tokens or features. The BoW approach simply considers all text as an unordered set of word features, with each separate word becoming a single feature. N-grams, an improvement on BoW in the text-mining field, split the text into a set of features consisting of N continuous sequential character occurrences. These two approaches have been widely and successfully used in text classification in domains such as sentiment analysis and spam filtering. We use both tokenising approaches and use normalised term frequency \( t_f \) for the feature value of feature \( i \) in instance \( j \) as given by Equation 2 where the numerator is the number of feature \( i \) in instance \( j \) and the denominator is the euclidean distance of all features in instance \( j \).

\[
t_f = \frac{\text{Num}_{ij}}{\sqrt{\sum_{i=1}^{n} \text{Num}_{ij}^2}}
\]  

(2)

### 3.2.4 Classifier

For this work, we start with two commonly used classifiers from the supervised learning domain which perform well for text classification. The Naïve Bayes (NB) classifier is based on applying Bayes’ theorem, with independence assumptions between the features. It is one of the simplest and most efficient algorithms in classification, and is used extensively in text classification. Support vector machines (SVMs), a maximal margin classifier algorithm, which is very effective in high dimensional spaces is also used extensively for text classification.

### 3.2.5 Baseline Results

Using the original datasets, the performance of two classifiers, SVM and NB, each with the text representation of BoW and N-grams was measured. Figure 1 shows the
results with the actual performance of each dataset for each classifier/representation denoted by a dot. This graph is a modified box-plot where the average performance of each classifier/representation choice is denoted by the longer horizontal line and the standard deviations shown by the shorter horizontal lines. Using the Friedman test, we determined that there is no statistically significant difference between the accuracy results for any individual dataset obtained using either of the two classifiers (SVM and NB) with either of the two text representations (BoW and N-grams). N-grams is character level, ranging from 2 to 4. For the remainder of this work, we will therefore use SVM as our baseline classifier and Bag-of-words as feature representation.

![Graph showing average recall using Naive Bayes & Support Vector Machine classifiers on all datasets, using BoW and N-Grams text representations](image)

**Fig. 1:** Average recall using Naive Bayes & Support Vector Machine classifiers on all datasets, using BoW and N-Grams text representations

### 3.3 Dataset Balancing

All of our datasets show imbalance across the classes, with the majority of datasets showing a very small proportion of positive instances. D1 and D3 are less imbalanced due to the initial selection done when choosing the data. D1 from Twitter only includes tweets that contain the word ‘bully’ or a derivative, which is likely to have a higher concentration of bullying tweets than in a typical random Twitter dataset. D3 from MySpace was annotated using a moving window to group ten posts at a time, with the result that a single bullying post will appear in a multiple groups, boosting the occurrence of the positive instances by up to ten. Imbalanced datasets can cause serious issues in classification [15]. Without sufficient knowledge to learn from the minority classes, classifiers may over-assign instances to the majority classes. We tested the accuracy of detection on the raw imbalanced datasets. Figure 2 shows how bad the positive recall results are for the datasets when a large imbalance occurs, with no detection of abusive instances in datasets D2, D6 and D7.
In order to re-balance the datasets, we will use an approach of randomly over-sampling [3] the positive class in datasets D2, D4, D5, D6, D7 and D8 to balance the two categories. To briefly explain sample size influence, we look at D2 and D8 as examples. Figure 3 shows the change in positive recall as the number of the positive class instances increases with resampling. The resample intervals on the x-axis are increasing at intervals of 0.5 (i.e. by 50%). Positive recall increases as the minority class is resampled. The impact of re-balancing across the datasets is examined in more detail in our experimental section.

3.4 Dimension Reduction

The representation created from each dataset is both high dimensional, in terms of features, and sparse. For our datasets, the numbers of features using BoW or N-grams (character level, 2-4) are shown in Table 2.
Table 2: Number of features in each dataset

<table>
<thead>
<tr>
<th></th>
<th>D1</th>
<th>D2</th>
<th>D3</th>
<th>D4</th>
<th>D5</th>
<th>D6</th>
<th>D7</th>
<th>D8</th>
</tr>
</thead>
<tbody>
<tr>
<td>BoW</td>
<td>6301</td>
<td>44202</td>
<td>11258</td>
<td>17475</td>
<td>3639</td>
<td>18417</td>
<td>10381</td>
<td>4085</td>
</tr>
<tr>
<td>N-grams</td>
<td>43431</td>
<td>161622</td>
<td>57932</td>
<td>89067</td>
<td>25181</td>
<td>84422</td>
<td>56273</td>
<td>29861</td>
</tr>
</tbody>
</table>

For many learning algorithms, training and classification time increases directly with the number of features and high numbers of features may even negatively impact on classifier accuracy [6]. An effective approach to reduce the number of features is the use of document frequency (DF) reduction [26]. DF uses the number of features that occur in a corpus, such that those features that occur most often and least often can be removed. Figure 4 shows the average reduction in the number of features across all datasets as we adjust the threshold for DF from 0.1% up to 1% on BoW.

At the 0.1% threshold, where the most and least frequent 0.1% of features are excluded, we can see for most of the datasets, at least a 50% reduction in the volume of features. In our experimental section, we evaluate the impact on our detection accuracies of using DF.

![Graph showing average feature size as a proportion of the original feature size across all datasets when applying DF reduction.](image)

Fig. 4: Average feature size as a proportion of the original feature size across all datasets when applying DF reduction. The distinctive line is from D3, which grouped every 10 posts as one ‘window’ of content. In this case, every word occurrence is multiplied, causing the line of document frequency to decrease smoothly.

Even after the use of DF reduction to reduce the number of features, we still have high dimensionality for our datasets. To further enhance classification performance, we investigate two more advanced dimension reduction approaches, namely, chi-square and singular value decomposition (SVD), which are feature selection and feature extraction techniques respectively.

Feature selection involves techniques that choose the best subset of the existing features [6]. Typically they rank the features using algorithms that correlate
the features to the target class label and choose the top ranked features. Widely used approaches include information gain, odds ratio and the chi-square measure. In this paper, we deploy chi-square, which is a statistical test for comparing proportions. It produces $\chi^2$ scores of correspondence between features and categories in the dataset. Depending on the $\chi^2$ scores ranking, we can eliminate noisy and less predictive features to significantly reduce the dimensionality without losing classification accuracy.

In contrast to feature selection, feature extraction is a dimension reduction approach that transforms the existing features to a set of alternative, more compact, features while retaining as much information as possible. Common methods include the unsupervised principle component analysis (PCA) approach which performs a singular value decomposition (SVD) to transform the data into a reduced feature space that captures most of the variance in the data. We will apply SVD for dimension reduction.

### 3.5 Additional Structural Features

A key step to successful use of supervised learning is the choosing of appropriate features [14]. We propose a list of additional text structural features which can be extracted from the dataset.

We specifically wish to focus on generating features that are suitable across all of our eight datasets. However, generic features are challenging to find, due to the different characteristics of the various datasets. For example, Twitter data contains information such as number of followers, number of friends and the hashtag topic, but these cannot be retrieved from other datasets. For YouTube data, we can obtain information such as the number of thumbs up, number of thumbs down, number of replies and the comments date. User profile information such as username, gender and age is not uniformly available across each of the datasets. Such features are likely to be rich sources of information, and will be the focus for future, domain specific work. Focussing on generic features, we extracted the following information for each dataset:

- The average word length and average character length;
- The count of punctuations, uppercase and URL respectively;
- The ratio of punctuations and uppercase to characters;
- The count of sentences, separated by ".!?";
- The ratio of word length to sentences and ratio of character length to sentences

### 4 Experimentation and Results

Our experimental work investigates the following techniques on abusive content detection in our eight datasets D1 to D8, as discussed in our approach: dataset re-
balancing, dimension reduction using document frequency, feature selection and extraction, and the addition of generic structural features.

4.1 Dataset Resampling

We demonstrated that oversampling techniques can increase the positive recall, as shown previously in Figure 3. However, it is evident that excessive oversampling can over-fit the minority class instances and damage the majority class accuracy. In Figure 5, we explore D2 as an example to briefly explain the impact of different resampling proportion. Positive recall which indicates accuracy of correctly detecting abusive content is boosted as oversampling increases. On the contrary, negative recall is falling off. To balance the average recall, we therefore considered the problem of choosing oversample size as a trade-off and applied two target rules:

1. Obtaining the best results on the minority class
2. Obtaining the least damaging results on the majority class

![Fig. 5: Optimal point of resampling size for D2](image)

Table 3 shows the results of applying the same heuristics across the remaining imbalanced datasets, where optimal rebalancing of the positive class has been determined. As D1 and D3 were not seriously imbalanced, we excluded them from this resampling. Using the ratio of re-balancing in the Table 3, we examined the effects of resampling by comparing the classification results of the original datasets and the resampled datasets. In order to reduce the impact of random selection, we supplemented our cross-validation approach by resampling for each of our training folds three times, and recording average results across the three resampled configurations for each fold.
Table 3: Ratio of the positive instances (+) to negative instances (-) before and after resampling

<table>
<thead>
<tr>
<th></th>
<th>D2 (+/-)</th>
<th>D4 (+/-)</th>
<th>D5 (+/-)</th>
<th>D6 (+/-)</th>
<th>D7 (+/-)</th>
<th>D8 (+/-)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>After</strong></td>
<td>35/65</td>
<td>20/80</td>
<td>9/91</td>
<td>10/90</td>
<td>20/80</td>
<td>38/62</td>
</tr>
</tbody>
</table>

Figure 6 shows the results on two metrics, positive recall and average recall. It is clear from the both recall graphs that randomly resampling imbalanced datasets increases the accuracy of abusive content detection in all cases. It is worth noting that for the original datasets D2, D6 and D7 where no abusive content was detected using unbalanced data, oversampling detection increases significantly.

![Fig. 6: Positive recall (left) and average recall (right) on datasets before and after resampling](image)

To sum up, resampling techniques are an important consideration if the data has a large imbalanced class distribution. This is particularly relevant in the detection of abusive content on social media, where abusive comments will typically form a small fraction of all content.

### 4.2 Dimension Reduction

With dimension reduction, we wish to determine whether we can reduce the high volume of features without damaging detection accuracies. We examined the performance of the three dimension reduction techniques discussed in our approach, in section 3.4; one is the simple dimension reduction technique using document frequency (DF), the other two being more advanced approaches, namely, chi-square and SVD. We applied DF first on our resampled datasets. Using our DF results as a baseline, we then compared the performance of feature selection using chi-square and SVD.
Whilst we wish to reduce the high number of features to increase training and classification performance, we need to ensure that we do not damage detection accuracies. To verify this, we compared average recall for each of our datasets, using the original datasets and the datasets reduced using the 0.1% DF threshold identified in Section 3.4. Figure 7 shows that average recall for each dataset is approximately the same with and without using 0.1% as threshold of DF. We applied the paired-t-test (p=0.38) to confirm that there is no statistical difference. This confirms that we can significantly improve the efficiency of classification through dimension reduction, without impacting class accuracy.

In the following experiment, we apply chi-square feature selection to examine the impact of further reduction, using the reduced datasets post Document Frequency reduction to train our model. Chi-square feature selection uses the $\chi^2$ score to select a subset of the features with highest scores. In order to see the impact of selecting different numbers of features, we examined average recall for all datasets as we decrease the number of features selected in steps of 10%. Figure 8 shows that the average recall performance is maintained at a steady level across all datasets with a slight drop off in accuracy starting to appear when the number of features has been reduced by approximately half.
Unlike chi-square which allocates a score for all features, for the SVD algorithm we are required to specify a number of features. To compare both feature selection and feature extraction, Figure 9 shows the average recall of all datasets reduced to 10% of DF baseline feature size (i.e. after using Document Frequency (0.1%)), using both chi-square and SVD dimension reduction. Using the Friedman test, we determine that there are no significant statistical difference between these three feature dimension approaches.

We have shown that feature selection (e.g. using chi-square) or feature extraction techniques (e.g. SVD) can be applied for reducing the feature dimensionality without significantly reducing accuracy. The choice of dimension reduction technique is normally made with some preliminary experimentation for the domain in question. As feature selection techniques retain the original features they can be more directly interpretable as opposed to feature extraction where the transformed features have no meaning. In addition feature extraction takes typically significantly
longer to execute than feature selection but as training a classifier model is not normally required in real-time and can occur offline, this may not necessarily be a disadvantage.

4.3 Impact of Structural Features

We then examined whether we can improve our detection accuracies by introducing the dataset structural features identified in Section 3.5. As the value of bag-of-words term frequency feature is from 0 to 1, for each dataset, we used min-max normalization technique to transform structure features value to 0-1 range and then added them to the DF baseline features. The impact of the new features on class accuracies for the eight datasets is shown in Figure 10. Average recall (right), as well as positive recall (left) for D1,D2,D7,D8 datasets has increased, particularly for D2 where positive recall performance has increased by almost 20%. However, for the remaining datasets, the results are approximately the same. We looked through the general feature distribution of each dataset, finding no pattern of the new features for all datasets. For example, in D2, the average length of positive instances is bigger than negative however, but in D6, it is opposite. Therefore, since each dataset has unique characteristics, the addition of general features cannot guarantee a significant beneficial impact on classification results for all datasets. Domain features extracted from specific datasets need to be explored for further research.

Fig. 10: Positive (left) and average recall (right) across the datasets with and without the additional structural features

\[\text{e.g. On D3, SVD reduction to 10\% features took 20.75 secs while chi-square reduction took 0.03 secs}\]
Table 4: Avg. and Pos. recall of all experiments using BoW txt representation and SVM classifier. The threshold of DF is 0.1%, chi-square and SVD are 10% respectively

<table>
<thead>
<tr>
<th></th>
<th>Original</th>
<th>Re-Balanced</th>
<th>DF</th>
<th>DF+CHI</th>
<th>DF+SVD</th>
<th>Structure Feat.</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>Avg.</td>
<td>0.76</td>
<td>0.77</td>
<td>0.75</td>
<td>0.75</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.75</td>
<td>0.74</td>
<td>0.72</td>
<td>0.72</td>
<td>0.79</td>
</tr>
<tr>
<td>D2</td>
<td>Avg.</td>
<td>0.5</td>
<td>0.59</td>
<td>0.59</td>
<td>0.59</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0</td>
<td>0.27</td>
<td>0.26</td>
<td>0.24</td>
<td>0.28</td>
</tr>
<tr>
<td>D3</td>
<td>Avg.</td>
<td>0.88</td>
<td>0.88</td>
<td>0.78</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.78</td>
<td>0.79</td>
<td>0.57</td>
<td>0.77</td>
<td>0.78</td>
</tr>
<tr>
<td>D4</td>
<td>Avg.</td>
<td>0.62</td>
<td>0.73</td>
<td>0.72</td>
<td>0.72</td>
<td>0.73</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.24</td>
<td>0.49</td>
<td>0.47</td>
<td>0.42</td>
<td>0.47</td>
</tr>
<tr>
<td>D5</td>
<td>Avg.</td>
<td>0.67</td>
<td>0.76</td>
<td>0.8</td>
<td>0.8</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.34</td>
<td>0.53</td>
<td>0.59</td>
<td>0.61</td>
<td>0.52</td>
</tr>
<tr>
<td>D6</td>
<td>Avg.</td>
<td>0.5</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0</td>
<td>0.15</td>
<td>0.14</td>
<td>0.14</td>
<td>0.16</td>
</tr>
<tr>
<td>D7</td>
<td>Avg.</td>
<td>0.5</td>
<td>0.59</td>
<td>0.58</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0</td>
<td>0.2</td>
<td>0.19</td>
<td>0.18</td>
<td>0.21</td>
</tr>
<tr>
<td>D8</td>
<td>Avg.</td>
<td>0.75</td>
<td>0.8</td>
<td>0.81</td>
<td>0.8</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>Pos.</td>
<td>0.51</td>
<td>0.66</td>
<td>0.66</td>
<td>0.67</td>
<td>0.65</td>
</tr>
</tbody>
</table>

5 Conclusion

The purpose of this paper was to investigate the power of core text mining techniques to detect abusive content across a range of social media sources. For our work, we selected eight social media datasets, from Twitter (2), YouTube, Kongregate, Formspring, MySpace (2) and SlashDot. Using these, we conducted an empirical study of the following and their impacts on content detection accuracy: class re-balancing; optimal text representations; dimension reduction using document frequency, feature selection (chi-square) and feature extraction (singular value decomposition) techniques; and the use of generic structural features. The purpose of re-balancing and generic structural features usage was to improve detection accuracies, whereas DF, DF+chi-square and DF+SVD were applied to obtain efficiency gains whilst maintaining accuracy. Table 4 shows a summary of the experimental results.

We highlight the following observations: Firstly, data balancing is a key consideration in social media due to the highly imbalanced nature of the data, with small occurrences of the critical positive (abusive) class. Using resampling, we obtained significant gains in positive recall but noted a critical point at which the negative class is then impacted. Secondly, given the textual nature of social media data, the management of feature numbers is a key issue. We noted no difference on class accuracies between bag-of-words and N-Grams text representations. As a simple technique, we found that a document frequency of just 0.1% threshold for document feature frequency was sufficient to preserve class accuracy, whilst achieving a 50% reduction on feature numbers. Both chi-square and singular value decomposition for further feature selection offer large reductions in the number of features, whilst maintaining good class accuracies. Only D3 has an obvious fall on the results using chi-square (positive recall falls from 0.79 to 0.57). We suggest that this decrease
is due to the occurrence of multiple repeated posts across instances in D3 which is affecting the $\chi^2$ score of each feature. Thirdly, the impact of generic structural features that can be applied across all the datasets is limited. To boost classification accuracies further, we need to consider using domain features specific to individual datasets in the further work. Finally, we note that there is a wide variation in detection accuracies across the eight datasets, such as 0.78 positive recall in D3 to 0 in D6 using the original datasets. There are a number of factors impacting this variation. Datasets from various sources have their own unique characteristics, such as different distributions of positive to negative instances, average length across all instances and distinct language phrasing, all of which can impact the performance of classifier. In addition, the very nature of abusive data leads to subjective labelling decisions. Our eight datasets have been gathered by a variety of researchers, using a variety of labelling methodologies. This can lead to potential inconsistent signals in the training data across the various datasets.

Our future work in this area is focussed on exploiting human-in-the-loop learning such as active learning to provide a continuous learning capability in this domain. Levels of confidence are associated with predictions and where there is a certain level of uncertainty, typically due to previously unseen or new types of abusive content, human users are used to confirm the prediction and provide new and better examples of abuse from which to learn. We will also consider enhancing classification performance by adding domain specific features where appropriate.
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