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Abstract. Stark shifts (d) and transition probabilities of the spontaneous emission (Einstein’s A values) of forty two singly charged neon (Ne II) ion spectral lines have been measured in a linear, low pressure, pulsed arc at 35 300 K electron temperature and 1.83 × 10²³ m⁻³ electron density. Transition probabilities have been obtained using the relative line intensity ratio (RLIR) method. Stark shift values have also been calculated, using the semiclassical perturbation formalism (SCPF). The measured and calculated shift values and the measured A values have been compared to the existing data taken from available data sources.
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1. Introduction

Atomic data such as Stark widths (W) and shifts (d) and transition probabilities (A) play an important role in the diagnostics and modelling of various cosmic and laboratory plasmas (Griem 1964; Wiese 1968; Rompe & Steenbeck 1967; Griem 1974; Wiese et al. 1966; Griem 1997). The basic plasma parameters such as electron temperature (T) and density (N) may be obtained on the basis of the known d and W values. However, various optical depths of the emitting plasma may result in self-absorption influencing the line width value (screening the Stark contribution). Thus, Stark shifts independent of self-absorption are more reliable and consequently more interesting for diagnostic purposes. On the other hand, various kinetic processes appearing in plasma modelling require reliable knowledge of the A values (Griem 1997; Lesage & Fuhr 1999; Zeippen 1995). Furthermore, knowledge of the A values gives the possibility to determine the (B) coefficients which characterize the absorption and stimulated emission. These processes are also important in the laser physics and astrophysics.

Neon is the most abundant element in the Universe after H, He, O and C and it is one of products of hydrogen and helium burning in orderly evolution of stellar interiors (Trimble 1991). After the hydrogen, helium and carbon-burning periods, in massive stars neon burning starts. Neon also occurs in supernovae ejecta (Thieleman et al. 1986). After the earlier investigation of Ne II Stark shifts (Pretty 1931; Maisell 1959; Mandel’shtam 1962; Mandel’shtam et al. 1963; Mazing & Vrublevskaya 1962) the first measurements of d values at convenient plasma parameters (T and N) were performed in only one experiment (Purić et al. 1987). In this experiment (Purić et al. 1987) d values of 18 Ne II spectral lines from 13 multiplets were measured at 35 000 K electron temperature and 1.42 × 10²³ m⁻³ electron density.

Unique theoretical calculations, made on the basis of the semiclassical (G) approximation (Griem 1974), are performed up to T = 40 000 K only for seven Ne II multiplets (4P→4P°, 4P→4D° and 2P→4D in transition 3s→3p; 4P°→4D, 2D°→F, 5S°→P and 4S°→P in transition 3p→3d).

We have measured Stark shift values of 42 Ne II spectral lines that belong to 23 multiplets and calculated Stark shift values for 22 multiplets. Shift values of 30 lines were not known before. Measurements were realized at plasma parameters of T = 35 300 K and N = 1.83 × 10²³ m⁻³. Our N value is about 30% higher than those in the experiment of Purić et al. (1987) giving a higher accuracy of the determined d values. The known semiclassical perturbation formalism (SCPF), updated several times, has been used for the calculations of d values.

Existing measured and calculated Ne II A values are collected in a number of articles (Wiese et al. 1966; NIST 2001; Kurucz 2001; Burshtein & Vujnović 1991; Blackford & Hibbert 1994; Griesmann et al. 1997; Fischer & He 1999; Zeippen 1995). Existing transition probability values
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of the spontaneous emission (Einstein’s $A$ values) corresponding to the Ne II transitions investigated have also been checked using the known relative line intensity ratio (RLIR) method described in Djeniže & Bukvić (2001). It was found that 32 $A$ values of the investigated 41 transitions need a correction.

### 2. Experiment

A modified version of the linear low-pressure pulsed arc (Djeniže et al. 1991; Djeniže et al. 1992; Djeniže et al. 1998; Milosavljević et al. 2000) has been used as an optically thin plasma source. A pulsed discharge was driven in a quartz discharge tube of 5 mm inner diameter and effective plasma length of 7.2 cm (Fig. 1 in Djeniže et al. 1991; Djeniže et al. 1998). The tube has end-on quartz windows on the side of the spectrograph. On the opposite side of the electrodes the glass tube was expanded in order to reduce erosion of the glass wall and also sputtering of the electrode material onto the quartz windows. The working gas was pure neon at 133 Pa filling pressure in the flowing regime. Spectroscopic observations of isolated spectral lines were made along the axis of the discharge tube. A capacitor of 14 $\mu$F was charged up to 2.5 kV. The line profiles were recorded using a step-by-step technique with a photomultiplier (EMI 9789 QB) and a grating spectrograph (Zeiss PGS–2, reciprocal linear dispersion 0.73 nm/mm in the first order) system. The system was calibrated by using an EOA–101 standard lamp located at 40 cm distance from the spectrograph input slit. The instrumental FWHM of 0.008 nm was determined by using the narrow spectral lines emitted by the hollow cathode discharge. The recorded profiles of these lines are Gaussian in shape to within 8% accuracy within the wavelength range of the investigated spectral lines. The spectrograph exit slit (10 μm) with the calibrated photomultiplier was micrometrically moved along the spectral plane in small wavelength steps (0.0073 nm). The averaged photomultiplier signal (five shots at the same spectral range) was digitalized using an oscilloscope, interfaced to a computer. All spectral line profiles were recorded at the same detection conditions. A sample output, as example, is shown in Fig. 1.

Plasma reproducibility was monitored by the Ne II line radiation and by the discharge current (it was found to be within ±3%). The discharge characteristics were determined by analyzing the Rogowski coil signal. The values found were: discharge current = 2.95 kA, discharge period = 70 μs, thermal resistance = 0.44 Ω, and decrement = 2.6.

The measured profiles were of the Voigt type due to the convolution of the Lorentz, Stark, and Gaussian profiles with Doppler and instrumental broadening. For the electron density and temperature of our experiments the Lorentz fraction in the Voigt profile was dominant (over 88%). Van der Waals and resonance broadening were estimated to be smaller by more than one order of magnitude in comparison to Stark, Doppler and instrumental broadening. The standard deconvolution procedure (Davies & Vaughan 1963; Milosavljević & Poparic 2001) was computerized using a least squares algorithm. Total line intensity ($I$) corresponds to the area under the line profile. One can notice, see Fig. 1, that the investigated spectral lines are well isolated while the continuum is close to the zero value within the same range of wavelengths. These facts are important for accurate determination of the total line intensities and the values are very convenient as they increase the reliability of the results. Great care was taken to minimize the influence of self-absorption on the total line intensity determination. The opacity was checked by measuring relative line intensity ($I$) ratios within the low lying multiplets (Nos. 1, 2 and 7) in the Ne II spectrum during the decaying plasma. Absence of the self-absorption would cause constant relative line intensity ratio (Djeniže & Bukvić 2001). This is fulfilled in the case of the low lying multiplets within ±5% (see Fig. 4). Therefore, the influence of the self-absorption on the total line intensity values for Ne II lines can be neglected.

Basic investigations were made of the electrical and optical characteristics of the part of the discharge channel connecting the narrow linear tube and the electrodes. We have inspected the shape of the discharge using a low current DC discharge. We found that the diameter of the discharge channel outside the narrow tube is about three times wider than in the tube and the discharge channel is bent toward the electrodes. Therefore, the current density is approximately 10 times lower than in the tube. We also found that the brightness of the narrow tube is nearly 10 times higher than outside the tube. In the pulsed regime the shape of the discharge was checked photographically and we found that the shape does not change with respect to that of the DC discharge. Taking into account these measurements we estimated that the density of the radiation coming from outside the narrow tube is on average at
least 5 to 10 times lower than the radiation density coming from the tube. We also estimated that the length of the discharge outside the tube, contributing to the light captured by the spectrograph, does not exceed 10 mm i.e. it is 7 times shorter than the tube. Therefore, the overall contribution of the light coming from the discharge outside the narrow tube is 1.5%–3% of the total intensity. Thus, the line profile is “spoiled” by the same amount by an unknown profile coming from the part which connects the linear tube to the electrodes. Fluctuations of the light intensity in the shot-by-shot technique that we have applied are of the order of 3%–5% if the lines under consideration originate from buffer gas, or up to 20% if the spectral lines originate from sputtered material. So it can be concluded that the contribution of the “cold” plasma is masked by the uncertainty caused by fluctuations of the plasma source. The “effective length” is related to the interferometric measurements. It is a few percent longer than the geometrical length of the tube due to the fact that plasma is not restricted just to the area inside the narrow tube. The value of the “effective length” is estimated on an empirical basis. The effective plasma length used can be treated as optically thin for the Ne II lines under investigation.

The plasma parameters were determined using standard diagnostic methods (Griem 1964; Wiese 1968; Rompe & Steenbeck 1967). Thus, the electron temperature \( T \) was determined from the Boltzmann plot of the relative intensities of Ne II spectral lines. First, this was done for 14 Ne II lines (331.98 nm, 336.06 nm, 337.18 nm, 341.48 nm, 341.69 nm, 341.77 nm, 350.36 nm, 356.83 nm, 366.41 nm, 369.42 nm, 429.04 nm, 439.19 nm, 440.93 nm and 441.32 nm) within an energy interval of 7.13 eV for corresponding upper-levels, assuming the existence of local thermodynamic equilibrium (LTE), according to the criterion in Griem (1964). All necessary atomic data were taken from Wiese et al. (1966) and Striganov & Sventickij (1966). The electron temperature obtained at 17 \( \mu \)s after the beginning of the discharge was 34,500 K \( \pm \) 6\%. Second, it was done for all investigated (41 Ne II) lines, within an energy interval of 7.45 eV, using our new \( A \) values. At 17 \( \mu \)s after the beginning of the discharge we found an electron temperature of 35,300 K \( \pm \) 3\%. It turns out that the fitting correlation factor was excellent (0.997).

As an example, the Boltzmann plot obtained at 17\( \mu \)s after the beginning of the discharge is presented in Fig. 2. The electron temperature decay is presented in Fig. 3, together with the electron density \( N \) decay. The latter was measured using the well-known single laser interferometry technique (Ashby et al. 1965) for the 632.8 nm He-Ne laser wavelength with an estimated error of \( \pm 4\% \) (this corresponds to 1/4 fringe uncertainty on a total of 7 fringes). The electron density decay is presented, also, in Fig. 3. Taking into account the temporal dependence of \( T \) and \( N \) and the criteria for the existence of LTE (Griem 1964; Hey 1976), we can conclude that relevant Ne II ion level populations remain in LTE up to 50 \( \mu \)s after the beginning of the discharge.

### 2.1. Stark shift measurements

The Stark shifts were measured relative to the unshifted spectral lines emitted by the same plasma (Milosavljević et al. 2000 and references therein). The Stark shift of \( A \) spectral line can be measured experimentally by evaluating the position of the spectral line center \( (X_c) \) recorded at two different electron density values during plasma decay. In principle, the method requires recording the spectral line profile at the high electron density \( (N_1) \) that causes an appreciable shift and then later when the electron concentration has dropped to a value \( (N_2) \) lower by at least
an order of magnitude. The difference of the line center positions in these two cases is $\Delta d$, so that the shift $d_1$ at the higher electron density $N_1$ is:

$$d_1 = N_1 \cdot \Delta d / (N_1 - N_2).$$ (1)

The Stark shift data were corrected for the electron temperature decay (Popović et al. 1992). Stark shift data are determined with $\pm 0.0008$ nm error at a given $N$ and $T$.

2.2. Transition probability measurements

Transition probabilities of spontaneous emission of 41 transitions in the Ne II spectrum have been obtained using the RLIR method (Djeniže & Bukvić 2001). The total line intensities ($I$) have been measured with high accuracy (3%–5%) using the step-by-step technique (described above) for the line profiles recording. In the case when plasma remains at LTE the well-known formula (Griem 1974):

$$(I_1/I_2)_{\text{EXP}} = (A_{1g_1\lambda_2}/A_{2g_2\lambda_1}) \exp(\Delta E_{21}/kT),$$ (2)

can be used for a comparison between measured relative line intensity ratios and corresponding calculated values, taking into account the validity of the Boltzmann distribution for the population of the excited levels in emitters. In this expression $I$ denotes the measured relative intensity, $\lambda$ the wavelength of the transition, $A$ the transition probability of the spontaneous emission, $E$ the excitation energy from the ground energy level, and $g$ the corresponding statistical weight. $T$ is the electron temperature of the plasma in LTE and $k$ is the Boltzmann constant. In the case where the spectral lines to be compared belong to the same multiplet, Eq. (2) can be re-written in the form:

$$(I_1/I_2)_{\text{EXP}} = A_{1g_1}/A_{2g_2},$$ (3)

due to the very small difference between excitation energies and wavelengths related to the compared lines. Eq. (3) provides a possibility for checking the existing $A$ values associated with the transitions within a multiplet.

We found that the experimental ratios are constant (within $\pm 5\%$) within the same multiplet during the plasma decay. This offers the possibility to use the comparison between measured and calculated relative line intensity ratios as a method (Djeniže & Bukvić 2001) for estimating the transition probabilities relative to the $A$ value selected as reference.

The choice of the $A$ reference value is important, but it is not crucial. In fact, the information contained in the ratios of relative line intensities is essential. In this paper we have taken the transition probabilities of the most intense lines (333.487 nm and 303.448 nm) as the reference values. There are two practical reasons for such a choice. First, the transition probability values for these lines have remained unchanged for many years in NIST (NBS) (NIST 2001) and in the tables in Wiese et al. (1966). Second, due to their high intensity, measurements related to these lines are most reliable. Using the Eqs. (2) and (3) we found that 32 of the existing $A$ values (NIST) in the investigated Ne II transitions need corrections which are, in most of the cases, within the given uncertainties (NIST) of these lines.

3. Method of calculation

The semiclassical perturbation formalism, as well as the corresponding computer code (Dimitrijević & Sahal–Bréchot 1996a, b), have been updated and optimized several times (Sahal–Bréchot 1974; Fleurier et al. 1977; Dimitrijević & Sahal–Bréchot 1984; Dimitrijević et al. 1991; Dimitrijević & Sahal–Bréchot 1996b). The calculation procedure, with a discussion of updating and validity criteria, has been briefly reviewed (e.g. in Dimitrijević & Sahal–Bréchot 1996a, b), so that only the basic details of the calculations will be presented here. The Stark full width ($W$) at the intensity half maximum (FWHM) and the shift ($d$) of an isolated spectral line may be expressed as (Dimitrijević & Sahal–Bréchot 1996a, b; Fleurier et al. 1977)

$$W = N \int v f(v) dv \left( \sum_{\nu \neq \nu_i} \sigma_{\nu i}(v) + \sum_{\nu \neq \nu_f} \sigma_{\nu f \sigma}(v) + \sigma_{\nu i} \right) + W_R,$$

$$d = N \int v f(v) dv \int_{R_0}^{R_d} 2 \pi \rho d \rho \sin 2 \phi_p,$$ (4)

where $N$ is the electron density, $f(v)$ is the Maxwellian velocity distribution function for electrons, $\rho$ denotes the impact parameter of the incoming electron, $i$ and $f$ denote the initial and final atomic energy levels, and $i'$, $f'$ their corresponding perturbing levels, while $W_R$ gives the contribution of the Feshbach resonances (Fleurier et al. 1977). The inelastic cross section $\sigma_{ij, \nu}(v)$, $j = i, f$ can be expressed by an integral over the impact parameter of the transition probability $P_{ij, \nu}(\rho, v)$ as

$$\sum_{\nu \neq \nu} \sigma_{ij, \nu}(v) = \frac{1}{2} \pi R_i^2 + \int_{R_1}^{R_d} \sum_{\nu \neq \nu} P_{ij, \nu}(\rho, v), j = i, f$$ (5)

and the elastic cross section is given by

$$\sigma_{el} = 2 \pi R_e^2 + \int_{R_2}^{R_d} 8 \pi \rho d \rho \sin^2 \delta$$

$$\delta = (\phi_p^2 + \phi_{q1}^2)^{1/2}.$$ (6)

The phase shifts $\phi_p$ and $\phi_q$, due respectively to the polarization potential ($r^{-4}$) and to the quadrupolar potential ($r^{-3}$), are given in Sect. 3 of Chapter 2 in Sahal–Bréchot (1969a). $R_D$ is the Debye radius. All the cut-offs $R_1$, $R_2$, $R_3$, and $R_d$ were determined by the usual Debye length condition.
$R_3$ are described in Sect. 1 of Chapter 3 in Sahal–Bréchot (1969b). For electrons hyperbolic paths due to the attractive Coulomb force were used, while for perturbing ions the paths are different since the force is repulsive. The formulae for the ion-impact widths and shifts are analogous to Eqs. (4)–(6), without the resonance contribution to the width. The difference in calculation of the corresponding transition probabilities and phase shifts as functions of the impact parameter in Eqs. (5)–(6) is in the ion perturber trajectories which are influenced by the repulsive Coulomb force instead of an attractive one as for electrons.

Atomic energy levels not existing (or revised) in (Moore 1971; Bashkin & Stoner 1978) have been taken in (Quinet et al. 1994). It should be mentioned that the Ne II spectrum is not well determined experimentally so that the set of experimental perturbing atomic energy levels needed for a semiclassical perturbation method calculation with the usual average accuracy of ±30%, is not complete.

4. Results

4.1. Stark shift

The results of the measured Stark shift ($d_m$) values at electron temperature $T = 35300$ K and electron density $1.83 \times 10^{23} \text{ m}^{-3}$ are shown in Table 1. Our calculated Stark shift values are presented in Table 2.

4.2. Transition probabilities

We have monitored the ratios ($I_1/I_2$) for spectral lines that belong to the same multiplet in a wide range of the decaying plasma up to the moment when the line intensity maximum dropped down to 8% of its maximal value. We have found that these experimental ratios are constant to within ±5% during the plasma decay. This suggests that the comparison between the measured and calculated relative line intensity ratios can be used as a method for estimating the transition probabilities relative to the selected reference $A$ values. We suppose that there is at least one pair of lines, belonging to the same multiplet, for which measured and calculated relative line intensity ratios are in agreement (to within the accuracy of the measurements) during the whole plasma decay period. If such agreement really exist one can accept these lines, with the corresponding transition probabilities, as the reference lines. Among the lines that we have investigated such behavior is found for the 333.487 nm and 332.716 nm lines in multiplet No. 2 and for the 303.448 nm and 303.773 nm lines in multiplet No. 8. These facts allow us to conclude that the existing transition probability values of the strong 333.487 nm and 303.448 nm Ne II lines can be used as reference $A$ values.

As an example, relative line intensity ratios measured for the lines within the same multiplet, as an example, are presented in the Fig. 4.
Our measured transition probability values ($A_{\text{exp}}$) are presented in Table 1 together with $A$ values taken from various theoretical (Wiese et al. 1966; NIST 2001; Kurucz 2001) and experimental data sources (Burshtein & Vujnović 1991; Griesmann et al. 1997).

5. Discussion
5.1. Stark shift

In order to make easier the comparison between measured and calculated Stark shift values, the theoretical Stark
shift dependence on the electron temperature together with the values of the other authors and our experimental results at an electron density of $10^{23}$ m$^{-3}$ are presented graphically in Fig. 5.

Generally, we have obtained very small shift values. Both, experimental and measured $d$ values, are below of one pm, within our experimental accuracy ($\pm 0.8$ pm). Our measured and calculated $d$ values have the same sign (see Fig. 5, Tables 1 and 2).

Stark shifts corresponding to the 3p–3d and 3p–4s transition arrays have finite and positive values. Measured shift values corresponding to the 3d–4f transition are negative and confirm the earlier obtained sign in Purić et al. (1987). Our calculated (SCPF) $d$ values are smaller than those from Griem (1974), by up to a factor 6. Moreover, our calculated $d$ values have negative signs in the case of the lines that belong to the 3s–3p transition, contrary to the positive $d$ values predicted in Griem (1974). These discrepancies in the sign of $d$ and their magnitude can be explained taking into account the new atomic energy levels and differences in the theoretical methods.

Satisfactory agreement exists among our measured and calculated $d$ values in the case of the lines that belong to the 3p–3d transition. Earlier measured 3p–3d shift values (Purić et al. 1987) also agree with our calculated values.

It should be pointed out that we have not performed calculations of $d$ values belonging to lines in the 3d–4f transition because of the incompleteness of the set of the experimentally determined perturbing energy levels.

The large theoretical $d$ values for 3p $^2P^0$–4s $^2P$, 3p $^4D^0$–4s $^2P$ and 3p $^4P^0$–4s $^2P$ multiplets are due to close 4p $^2P^0$ and 4p $^4P^0$ perturbing levels contributing positively to the shift. The reason for the strong disagreement with our measurements might indicate that 4p $^2P^0$ and 4p $^4P^0$ levels are in fact a combination of different contributions which results in decrease of their influence.

### 5.2. Transition probabilities

Generally, our measured $A$ values are higher by about 19% on average than the data provided by NIST (NIST 2001).

In the case of the 3s–3p transition the measured $A$ values (GMW – Griesmann et al. 1997 and BV – Burshtein & Vujnović 1991) show a tendency to increase in recent years (see Table 1).

We point out here that our four measured $A$ data in the high-lying 3d–4f transition confirm the existing calculated values obtained by (Wiese et al. 1966; NIST 2001; Kurucz 2001), within 9%. It turns out that the recent theoretical calculations (Fischer & He 1999) give different $A$ values which depend on the used approximations. This difference is, for example, in the case of the 3D $^3P_3/2$–3p $^4S_{3/2}$ transition, up to a factor 3 between the results obtained with the multiconfiguration Hartree-Fock (MCHF) method and the multiconfiguration Dirac-Fock (MCDF) method. Moreover, the calculated and measured $A$ values presented in various data sources (Blackford & Hibbert 1994) and (Fischer & He 1999) show mutual discrepancies by up to a factor 100.

### Table 2. Electron Stark shift ($d$ in pm) calculated by using the semiclassical perturbation formalism (SCPF) [Eqs. (4)–(6)] for the Ne II spectral lines at $10^{23}$ m$^{-3}$ electron density and for electron temperatures from 5000 K up to 100 000 K. $\lambda$ is the mean wavelength in the multiplet. Positive shift is toward the red.

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\lambda$ (nm)</th>
<th>$T$ ($10^4$ K)</th>
<th>0.5</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>5</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>3s $^2P$–3p $^2P^0$</td>
<td>372.51</td>
<td>0.003</td>
<td>$-0.365$</td>
<td>$-0.480$</td>
<td>$-0.432$</td>
<td>$-0.543$</td>
<td>$-0.455$</td>
<td></td>
</tr>
<tr>
<td>3s $^2P$–3p $^4D^0$</td>
<td>334.33</td>
<td>$-0.035$</td>
<td>$-0.136$</td>
<td>$-0.187$</td>
<td>$-0.178$</td>
<td>$-0.216$</td>
<td>$-0.189$</td>
<td></td>
</tr>
<tr>
<td>3s $^2P$–3p $^4S^0$</td>
<td>298.83</td>
<td>$-0.039$</td>
<td>0.021</td>
<td>0.052</td>
<td>0.049</td>
<td>0.065</td>
<td>0.037</td>
<td></td>
</tr>
<tr>
<td>3s $^2P$–3p $^2D^0$</td>
<td>371.41</td>
<td>$-0.113$</td>
<td>$-0.287$</td>
<td>$-0.394$</td>
<td>$-0.379$</td>
<td>$-0.455$</td>
<td>$-0.381$</td>
<td></td>
</tr>
<tr>
<td>3s $^2P$–3p $^2P^0$</td>
<td>334.27</td>
<td>$-0.107$</td>
<td>$-0.058$</td>
<td>$-0.047$</td>
<td>$-0.032$</td>
<td>$-0.036$</td>
<td>$-0.060$</td>
<td></td>
</tr>
<tr>
<td>3s $^2D$–3p $^2P^0$</td>
<td>357.21</td>
<td>$-0.128$</td>
<td>$-0.246$</td>
<td>$-0.332$</td>
<td>$-0.308$</td>
<td>$-0.377$</td>
<td>$-0.321$</td>
<td></td>
</tr>
<tr>
<td>3s $^2D$–3p $^2D^0$</td>
<td>333.78</td>
<td>$-0.056$</td>
<td>$-0.113$</td>
<td>$-0.141$</td>
<td>$-0.131$</td>
<td>$-0.158$</td>
<td>$-0.150$</td>
<td></td>
</tr>
<tr>
<td>3p $^4P^0$–3d $^2D$</td>
<td>304.01</td>
<td>1.66</td>
<td>0.987</td>
<td>0.937</td>
<td>0.968</td>
<td>1.04</td>
<td>0.869</td>
<td></td>
</tr>
<tr>
<td>3p $^4D^0$–3d $^2D$</td>
<td>335.26</td>
<td>0.820</td>
<td>0.879</td>
<td>0.860</td>
<td>0.964</td>
<td>1.01</td>
<td>0.864</td>
<td></td>
</tr>
<tr>
<td>3p $^4D^0$–3d $^4F$</td>
<td>342.15</td>
<td>2.51</td>
<td>1.45</td>
<td>1.34</td>
<td>1.43</td>
<td>1.49</td>
<td>1.27</td>
<td></td>
</tr>
<tr>
<td>3p $^4D^0$–3d $^2F$</td>
<td>337.56</td>
<td>2.45</td>
<td>1.42</td>
<td>1.30</td>
<td>1.38</td>
<td>1.45</td>
<td>1.24</td>
<td></td>
</tr>
<tr>
<td>3p $^4D^0$–3d $^2D$</td>
<td>343.23</td>
<td>0.760</td>
<td>0.797</td>
<td>0.782</td>
<td>0.892</td>
<td>0.975</td>
<td>0.828</td>
<td></td>
</tr>
<tr>
<td>3p $^4S^0$–3d $^2P$</td>
<td>355.26</td>
<td>2.81</td>
<td>1.70</td>
<td>1.53</td>
<td>1.57</td>
<td>1.63</td>
<td>1.40</td>
<td></td>
</tr>
<tr>
<td>3p $^4S^0$–3d $^2P$</td>
<td>347.31</td>
<td>1.47</td>
<td>1.36</td>
<td>1.22</td>
<td>1.36</td>
<td>1.42</td>
<td>1.26</td>
<td></td>
</tr>
<tr>
<td>3p $^4P^0$–3d $^2P$</td>
<td>365.18</td>
<td>1.30</td>
<td>1.24</td>
<td>1.12</td>
<td>1.30</td>
<td>1.35</td>
<td>1.23</td>
<td></td>
</tr>
<tr>
<td>3p $^4S^0$–3d $^4F$</td>
<td>365.00</td>
<td>0.526</td>
<td>0.573</td>
<td>0.507</td>
<td>0.674</td>
<td>0.709</td>
<td>0.644</td>
<td></td>
</tr>
<tr>
<td>3p $^4S^0$–3d $^4P$</td>
<td>363.78</td>
<td>1.12</td>
<td>1.13</td>
<td>1.05</td>
<td>1.23</td>
<td>1.25</td>
<td>1.13</td>
<td></td>
</tr>
<tr>
<td>3p $^4S^0$–3d $^4F$</td>
<td>356.00</td>
<td>6.79</td>
<td>4.40</td>
<td>2.46</td>
<td>2.61</td>
<td>2.17</td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td>3p $^4P^0$–3d $^2P$</td>
<td>342.27</td>
<td>0.871</td>
<td>0.883</td>
<td>0.826</td>
<td>0.966</td>
<td>1.01</td>
<td>0.850</td>
<td></td>
</tr>
<tr>
<td>3p $^4P^0$–3d $^2P$</td>
<td>341.23</td>
<td>27.3</td>
<td>21.0</td>
<td>15.7</td>
<td>14.4</td>
<td>11.9</td>
<td>9.32</td>
<td></td>
</tr>
<tr>
<td>3p $^4P^0$–3d $^4P$</td>
<td>304.53</td>
<td>22.2</td>
<td>17.1</td>
<td>12.9</td>
<td>11.7</td>
<td>9.68</td>
<td>7.61</td>
<td></td>
</tr>
<tr>
<td>3p $^4P^0$–3d $^4P$</td>
<td>278.52</td>
<td>19.0</td>
<td>14.7</td>
<td>11.3</td>
<td>10.1</td>
<td>8.46</td>
<td>6.58</td>
<td></td>
</tr>
</tbody>
</table>
6. Conclusion

We have presented in this work experimental Stark shifts for 41 Ne II spectral lines at an electron temperature of 35 300 K and an electron density of 1.83 \times 10^{23} \text{ m}^{-3}, as well as calculated Stark shift values for 22 multiplets for an electron density of 10^{23} \text{ m}^{-3} and for electron temperatures from 5000 K up to 100 000 K. The shift values found are, generally, small. In the case of the 3s–3p and 3s′–3p′ transitions they are practically equal to zero. The common characteristics of these \( d \) values is the weak dependence on the electron temperature up to 100 000 K. Thus, these can be used for diagnostics purposes as data independent of self-absorption in optically thick astrophysical plasmas.

Our measured \( A \) values, using the RLIR method, are generally higher than those published by NIST (NIST 2001). The difference is still within our experimental accuracy (±20\%) and the known uncertainties for NIST values (±50\%).
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