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Abstract
Despite the ever-growing demand for software development graduates, it is recognised that a significant barrier for increasing graduate numbers lies in the inherent difficulty in learning how to develop software. This paper presents a study that is part of a larger research project aimed at addressing the gap in the provision of educational software development processes for freshman, novice undergraduate learners, to improve proficiency levels. As a means of understanding how such learners problem solve in software development in the absence of a formal process, this study examines the experiences and depth of learning acquired by a sample set of novice, freshman university learners. The study finds that without the scaffolding of an appropriate structured development process tailored to novices, students are in danger of failing to engage with the problem solving skills necessary for software development, particularly the skill of designing solutions prior to coding.
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1. Context for Study
The rapid growth in technologies has increased the demand for skilled software developers and this demand is increasing on a global scale. A report from the United States Department of Labor (2015) states that employment in the computing industry is expected to grow by 12% from 2014 to 2024; a higher statistic than the average for other industries. However, learning how to develop software solutions is not trivial due to the high cognitive load it puts on novice learners. Novices must master a variety of skills such as requirements analysis, learning syntax, understanding and applying computational constructs and writing algorithms (Stachel et al., 2013). This high cognitive load means that many novice developers focus on programming language syntax and programming concepts and, as a result, find the extra cognitive load of problem solving difficult (Whalley and Kasto, 2014). This suggests that there is a need for an educational software development process aimed at cognitively supporting students in their acquisition of problem solving skills when developing software solutions. However, even though there are many formal software development processes available for experienced developers, very little research has been carried out on developing appropriate processes for freshman, university learners (Caspersen and Kolling, 2009). This lack of appropriate software development processes presents a vacuum for educators with the consequence that the skills required for solving computational problems – specifically carrying out software analysis and design - are typically taught very informally and implicitly on introductory courses at university (Coffey, 2015; Suo, 2012). This is problematic for students as without systematic guidance, many novices may adopt maladaptive cognitive practices in software development. Examples of such practices include rushing to code solutions with no
analysis or design and coding by rote learning (Huang et al., 2013). These practices can be very difficult to unlearn and can ultimately prohibit student progression in the acquisition of software development skills (Huang et al., 2013; Simon et al., 2006). It has also been found that problems in designing software solutions can persist even past graduation (Loftus et al, 2011).

To address these challenges, this paper describes a focussed case study which is the first part of a larger research project, the ultimate aim of which is to develop an educational software development process with an associated tool for novice university learners. In this focussed study, the experiences and depth of learning of a sample set of novice, freshman university learners being taught software development in the absence of a formal software development process is reported. The aim of the study is to identify specific issues and behaviour that can arise in the absence of such a process.

2. Related Research

There has been a wealth of research over three decades into the teaching and learning of software development to improve retention and exam success rates at university level. Research to date has focused on a variety of areas such as reviewing the choice of programming languages and paradigms suitable for novice learners. A wide variety of languages have been suggested from commercial to textual languages through to visual block-based languages (Pears et al., 2007). Other prominent research has included the development of visualisation tools to create a diagrammatic overview of the notional machine as a user traces through programs and algorithms (Gautier and Wrobel-Dautcourt, 2016; Guo, 2013); and the use of game based learning as a basis for learning programming and game construction (Mozelius et al., 2013; Trevathan et al., 2016).

Research that specifically looks at software development practices for introductory software development courses at university level have tended towards the acquisition of programming skills, with the focus on analysis and design skills being studied as part of software engineering courses in later years. Examples of such research include Dahiya (2010) who presents a study of teaching software engineering using an applied approach to postgraduate and undergraduates with development experience, Savi and co-workers (2011) who describe a model to assess the use of gaming as a mechanism to teach software engineering and Rodriguez (2015) who examines how to teach a formal software development methodology to students with development experience.

In examining research into software development processes aimed at introductory courses at university, comparatively few were found in the literature. Those that have been developed tend to focus on a particular stage of the development process or on a development paradigm. Examples include the STREAM process (Caspersen and Kolling, 2009) which focus on design in an object oriented environment; the P3F framework (Wright, 2012) with a focus on software design and arming novice designers with expert strategies; a programming process by Hu and co-workers (2013) with a focus on generating goals and plans and converting those into a coded solution via a visual block-based programming language; and POPT (Neto et al., 2013) which has a focus on supporting software testing.

In contrast to the processes cited above, this research has a focus on all stages of problem solving when developing software solutions. This study is part of the first cycle of an action research project whose ultimate aim is the generation of an educational software development process aimed at this category of student to support their acquisition and application of problem solving skills.
3. Research Methods

The research question for this study is:

*In the context of problem solving in software development by novice university learners, what are the subjective experiences and depth of learning of a sample cohort of freshman, university students studying software development without the support of a formal software development process?*

3.1 Participants

The control group were a cohort of first year undergraduate students who were registered on a degree in software development in the academic years 2015/16 and 2016/17. Given that the participants were not randomly assigned by the researcher, it was necessary to first conduct a pre-test to ensure they were probabilistically equivalent in order to reduce any threat to the internal validity of the experiment. This means that the confounding factor of any student having prior software development experience was eliminated. The control group had 82 students of which the gender breakdown was 70% male and 30% female.

3.2 Pedagogical and Assessment Process

The module that was the subject of this study was a two semester, 24 week introduction to software development which ran over the entire first academic year of the programme. It has been observed in Section 1 of this paper that there is a gap in software engineering education in the provision of software development processes for freshman, undergraduate computing students (Caspersen and Kolling, 2009). Therefore, students in this study were taught software development in the absence of a formal software development process. This means that similar to equivalent undergraduate courses, students were primarily taught how to program in a specific language with the problem solving process to apply the language to solve problems being a suite of informal steps (Coffey, 2015).

The programming language taught to students was Java and the order of programming topics taught to students are summarized in Table 1. These topics were taught via lectures and problem solving exercises given in practical sessions. Students were also taught to use pseudocode as a design technique in order to design solutions to the exercises.

When students were given a problem to solve, they were encouraged to analyse the problem by attempting to document on paper the requirements of the problem (i.e. a decomposition of the problem into a series of actions). Then they were taught to use pseudocode to design and illustrate the principal computational constructs needed to address these requirements. Finally, the designed requirements were tested by converting the pseudocode into Java and integrating the tested code into the finalised program.
There were nine intended learning outcomes (ILOs) for this course which were used as a mechanism to test students’ levels of proficiency in problem solving in software development. These ILOs are summarised in Table 2.

### Table 1: The topics taught to the participants

<table>
<thead>
<tr>
<th>Topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>1- Sequential Flow (e.g using variables, display, inputs)</td>
</tr>
<tr>
<td>2. Non-sequential Flow (e.g. conditional constructs, loops)</td>
</tr>
<tr>
<td>3. Modularity (i.e. functions, parameters, scope of variables)</td>
</tr>
<tr>
<td>4. Object Oriented Interaction/Behaviour</td>
</tr>
</tbody>
</table>

3.3 Data Collection and Evaluation Methodology

In deciding on appropriate data collection instruments for this study, this choice was guided by the decision to employ a mixed methods design. Quantitative analysis was used to evaluate a set of prescribed problems given at different stages of the academic year to test the depth of learning. Quantitative and qualitative analysis was carried out on data collected from an end-of-year survey and focus group session to ascertain students’ reactions to - and experiences of - that learning.

In structuring the evaluation of the data, the Kirkpatrick framework was used. This framework is a structured mechanism with five levels which can be used by businesses to test the effectiveness of either in-house or out-sourced training programmes for employees (Kirkpatrick, 1994). There are also many examples in the literature of this framework being used to test learning interventions for students (Byrne et al, 2015; Chang and Chen, 2014).

For the purposes of this paper, which is examining students’ experiences and depth of learning, only a subset of this framework is presented. This subset contains level 1 which focuses on student
reaction to learning and level 2 which focuses the depth of learning acquired. When working with this framework, it was the contention of this researcher that level 2 required adaption in order to have a clear and traceable process to examine learning. To do this, the Structure of Observed Learning Outcomes (SOLO) taxonomy (Biggs and Collis, 1982, 2014) was used to augment the abridged Kirkpatrick framework in order to measure the depth of student learning that has taken place.

3.3.1 Measuring Level 1 - Reaction to, and Experience of, Problem Solving in Software Development

In measuring students’ reaction to, and experience of, problem solving in software development, four research questions were posed:

1. What quantifiable engagement do students have with software development?
2. What planning techniques (i.e. analysis and design techniques) did students find useful when solving computational problems?
3. What planning techniques (i.e. analysis and design techniques) did students NOT find useful when solving computational problems?
4. Is there an association between engagement and type of technique favoured?

To provide answers to these questions, participants completed a survey (n=82) and attended a focus group session (n=21).

In an attempt to quantify students’ engagement levels with problem solving, a dependent variable called engagement was generated from the survey. This variable had values ranging from 12 to indicate that a student is fully engaged with software development down to 0 to indicate student is not engaged. The formulation of the engagement variable involved examining 12 of the survey questions. These questions specifically examined student attitudes to the value they perceive analysis and design has when they are solving problems as well as an indication of whether they would use these techniques outside of assignment work and if they plan to use them beyond the current academic year. A binary measurement score was given to the answers which were summated to give the engagement value.

The principal quantitative techniques used on the survey data were Cronbach’s alpha (1951) to measure internal consistency of the data and the Kruskal-Wallis test (1952) to see if there is an association between students’ level of engagement and the type of software development techniques favoured. The tool used for the quantitative analysis was IBM SPSS Version 24. The data collected from the open questions of the survey and the focus group were subjected to qualitative thematic analysis as suggested by Braun and Clark (2006). The tool used to assist in this analysis was NVivo Version 12.

3.3.2 Measuring Level 2 - Depth of Learning

In order to test student learning in each of the four topics summarised in Table 1, a suite of sixteen problems (four problems per topic) was given to students during the year. As a mechanism to test the depth of student learning applied when solving these problems, a SOLO taxonomy framework was developed which mapped the five SOLO levels against the nine ILOs presented in Table 2. This framework was used as a guide by researchers to measure the depth of learning a student
demonstrated in each of the nine ILOs for a specific problem. A subset of this framework is given in Table 3 for illustrative purposes.

For each problem solution completed by each student (i.e. 82 students by 16 problems), the depth of learning was measured as a SOLO level score for each of the nine ILOs. The SOLO level achieved was measured as a number from 1 – 5 to represent the SOLO levels Prestructural (1), Unistructural (2), Multistructural (3), Relational (4) and Extended Abstract (5). Calculating the mean of all nine ILO SOLO scores produced a single average SOLO score which represents a SOLO level of learning for that problem in a specific topic for a student. Finally, calculating the mean of all student solutions for all four problems in a topic produced a single average SOLO level score for that topic.

Table 3: A subset of the SOLO Taxonomy framework as applied to the first three levels of the SOLO taxonomy in conjunction with the first three ILOs from Table 2.

<table>
<thead>
<tr>
<th>SOLO Level</th>
<th>ILO</th>
<th>Applying abstraction</th>
<th>Programming Concepts</th>
<th>Notional Machine</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: Prestructural</td>
<td>No understanding of abstraction</td>
<td>No understanding of concepts</td>
<td>Cannot articulate state of concept</td>
<td></td>
</tr>
<tr>
<td>2: Unistructural</td>
<td>Can abstract from problem specification to code only</td>
<td>Understand one of the concepts</td>
<td>Can articulate state of one concept</td>
<td></td>
</tr>
<tr>
<td>3: Multistructural</td>
<td>Can abstract between several levels e.g. spec – analysis, analysis – design, analysis – code, design - code but no traceability across all levels</td>
<td>Understand several concepts but can’t relate them</td>
<td>Articulate states of several concepts but can’t relate them</td>
<td></td>
</tr>
</tbody>
</table>

Prior to giving the problems to the students, each problem was examined by the researcher and a peer reviewer with the aim of approximating the least set of SOLO scores that would be expected from students. To test the reliability between researcher and peer reviewer scores, a kappa coefficient value of 0.7 was generated which is deemed acceptable as a reliability test (Viera and Garrett, 2005). A similar mode of using SOLO to estimate what is expected from students is presented by many researchers in this space (Brabrand and Dahl, 2009; Izu et al, 2016; Sheard et al., 2008; Shuhidan et al, 2009).
4. Results and Findings

This section presents the results and findings from carrying out this study.

4.1 Level 1 - Reaction to, and Experience of, Problem Solving in Software Development

1. What quantifiable engagement do students have with software development?

The engagement level (see Section 3.3.1) was calculated for each student (n=82) and this resulted in an average score of 5.7 out of 12. 68% (n=56) of the cohort scored between 3 and 8 with 70% (n=39) of that group scoring between 3 and 6 inclusively with the other 30% scoring between 6 and 8.

2. What planning techniques (i.e. analysis and design techniques) did students find useful when solving computational problems?

Results from quantitative analysis on the survey are illustrated in Figure 1.

In examining the focus group and open questions of the survey, 42% of survey participants (n=35) and 48% of focus group participants (n=10) were positive about the use of analysis as a technique to help them break down the main problem into a series of ordered sub-problems which were easier to individually solve.

“The lecturer gives you a big problem, doesn’t it make sense to break into smaller problems so now you have maybe 4 smaller and easy to understand problems than one big one that I haven’t a notion about?” - (Focus group Student 03)

On the question of the usefulness of design, only three students in the focus group spoke positively about the usefulness of design.
3. What planning techniques (i.e. analysis and design techniques) did students NOT find useful when solving computational problems?

Results from quantitative analysis on the survey are illustrated in Figure 2 where pseudocode was specifically cited by 46% of students as not useful. When asked for reasons for this finding (n=38), the answers are categorised into three themes Pseudocode is another language so why not just use Java (47%, n=18), Don’t know where to start as confusing to use (26%, n=10), No feedback from pseudocode so can’t tell if it’s right or wrong (26%, n=10).

In examining the data from the focus group, 67% (n=14) indicated that they found design to be very confusing and unhelpful to them in problem solving.

I don’t know how to start with this design technique or how to use it to help me think about solutions. It doesn’t help me only stresses me out more as I’m confused all the time. – (Focus Group Student 21).

![Non-useful Planning Techniques](image)

Figure 2: Categories and percentages of planning techniques that students did not find useful (n=82).

In examining how useful or not they found analysis and design in general, students from the survey were also asked if they engaged in analysis and design when solving complex problems; and in a separate question, they were also asked if they felt coding was more important than analysis and design. Only 11% (n=9) indicated that they would engage with analysis and design when solving complex problems with 94% (n=77) agreeing with the statement that coding was more important than planning.

4. Is there an association between engagement and type of technique favoured?

In testing the association between the different types of analysis and design techniques favoured by students, the evaluation carried out by a Kruskal-Wallis test showed that there is a statistically significant difference in engagement levels between the different types of techniques favoured by students (p<0.05, Kruskal-Wallis, Chi-Square=60.4, df=6, N=82).

Examining this further, it was seen that 78% (n=30) of students in this study who indicated that they found no technique useful also had a very low engagement level of 0 – 2, with 21% (n=8) having an engagement level of 3 and 1% (n=1) an engagement level of 4. Conversely, 84% (n=41)
of students who indicated they favoured the technique of requirements analysis had an engagement level of 7.

Additionally, in testing the association between the different types of analysis and design techniques not favoured by students, the evaluation indicated that there is a statistically significant difference in engagement levels between the different types of techniques not favoured by students (p<0.05, Kruskal-Wallis, Chi-Square=74.23, df=4, N=82). Examining this further, it was seen that 48% (n=24) of those specifically specifying pseudocode or design techniques had an engagement factor or 3 or less. This result highlights the use of pseudocode as being in negative correlation with student engagement. Conversely, of the 100% (n=12) of students who indicated that no technique was unhelpful, 62% (n=7) had an engagement level of 8 or more.

In examining the data from the focus group, 58% (n=12) of students indicated that they did not carry out any design prior to attempting to code a solution and of those students, 78% (n=9) had an engagement level of 3 or less.

I should say that I do all the planning stuff but that would be a lie! I look up programs you’ve [lecturer] given us based on the topics that the assignment is based on and see if I can use those to try and put together a solution - (Focus Group Student 19)

I just reverse engineer my code and I don’t mind saying that out loud as it's what you’ve [lecturer] said on all of my feedback. I can’t write pseudocode so the only thing to do is try and figure it out in java and then go back and turn that into pseudocode but even that doesn’t work as it's obvious to you what I did so it's useless – (Focus Group Student 04)

On the other hand, even though only 19% (n=4) of students indicated that planning a solution via analysis and design is important, all of these students achieved an engagement level of 7 or more. This aligns with the findings in the quantitative analysis that an engagement with analysis and design has a direct impact on student’s overall engagement levels with software development as a whole.

4.2 Level 2 Depth of Learning

This section presents the findings from analysing and assessing the student answers to the problems devised for the four topics as outlined in Table 1.

Figure 3 summarises these findings as a line chart to show the expected and actual SOLO levels achieved. The SOLO level scoring for question 1 (Q1) of a topic indicates the SOLO level achieved at the start of the topic with the SOLO level scoring for question 4 (Q4) indicating the level achieved towards the end of the topic.
Fi


gure 3: Line chart to compare Expected SOLO scores with Actual SOLO scores across all four topics by students (n=82)

4.2.1 Topic 1 – Sequential Flow Control

This topic ran from weeks 1 to 4 of the academic year and focussed on simple foundational aspects such as defining primitive variables, assigning and inputting values into variables, updating variable values and displaying variable values. By the end of week 2, question 1 was given to students with an expected SOLO score of 2.33 which means that on average students are expected to be past the unistructural stage (which has a score of 2) where they can understand and apply one ILO and are moving towards the multistructural stage (score 3) where they can utilise more than one ILO. At the end of topic 1 when they are given question 4, the expected score is 2.89 which means that on average students are expected to be almost at the multistructural stage where they can comfortably apply and utilise more than one ILO in the context of this topic when problem solving. In contrast, the actual scores for questions 1 (given in week 2) and 4 (given in week 4) are 1.99 and 2.13 respectively which means they are on average on the unistructural level where they can utilise just one ILO in the context of this topic. Drilling into these results found that students began the topic with specific issues with the ILOs associated with design, integration and the notional machine which were all at the prestructural level. By the end of the topic, on average students moved into the multistructural level of understanding for the ILOs related to understanding program concepts and data representation; with abstraction and the notional machine at the unistructural level and the remaining ILOs at the prestructural level.

4.2.2 Topic 2 - Non-Sequential Flow Control

This topic ran from weeks 5 to 9 and focussed on conditional and iterative constructs. Both constructs involve the testing of conditions which - based on the truth of the condition - will either selectively choose which path of the solution to execute (conditional constructs) or will repeatedly execute part of a solution until the condition is false (iterative construct). For questions 1 (given in week 5) and 4 (given in week 9), the expected SOLO scores were 2.78 and 3.0 in contrast to the actual SOLO scores of 2.2 (for question 1) and 2.55 (for question 4) respectively. Drilling into these scores found that on average students were still at the unistructural level, however they were moving towards the multistructural level. The ILOs that showed the most improvement across this topic were those relating to analysis (decomposition), understanding programing constructs and data representation.
4.2.3 Topic 3 – Modularity

This topic ran from weeks 10 to 15 and focused on the integration of sequential / conditional / iterative constructs into a subprogram that carries out one defined action. Such a subprogram may or may not return a value and may take input parameters. For questions 1 (given in week 10) and 4 (given in week 15), the expected SOLO scores were 3.1 to 3.4 in contrast to the actual SOLO scores of 2.41 (for question 1) to 2.6 (for question 4) respectively. Drilling into these scores found that the topic of modularity is difficult in general for students due to its use of local, global variables and parameter passing (Park et al., 2015), hence the dip in actual scores from the last topic. The percentage of students still at the prestructural level for all ILOs at this stage was 17% (n=14). The ILOs of abstraction, notional machine, design, evaluation and integration were still at unistructural stage with no students at the multistructural level in abstraction. The solution reuse ILO was still at the prestructural level in general and it is both this outcome as well as abstraction that kept that high number of students at the prestructural level. Understanding programming constructs, data representation and analysis were at the multistructural level.

4.2.4 Topic 4 - Object Oriented Interaction/Behaviour

This topic ran from weeks 16 to 24 and focused on the definition of new data types in the form of classes where the new data types have a range of data values and a set of defined actions. For questions 1 (given in week 17) and 4 (given in week 24), the expected SOLO scores were 3.6 to 4.0 in contrast to the actual SOLO scores of 2.8 (for question 1) to 3 (for question 4) respectively. Drilling into these scores, it was found that at the end of the course, students had barely achieved the multistructural level of learning. It can be seen that this level of learning exists primarily due to issues with design, integration and solution reuse with the learning outcomes evaluation, abstraction and modelling the notional machine also causing significant learning issues for students. However, understanding programming constructs, data representation and analysis were at the multistructural level which suggests students can understand and mentally model programming concepts and variables but they find it difficult to apply that knowledge when solving problems.

4.2.5 Summary of SOLO findings

Overall, it can be seen from the findings in this section and the measurements summarized in Figure 3 that while the actual SOLO means for each of the four topics remained lower than the expected means, both sets of means followed a similar upward trend meaning there was an improvement in the depth of learning. In the observed actual SOLO means, students began with an average score of 1.99 which is just on the cusp of the unistructural level of learning and they finished with a score of 3.0 which indicates they moved to the multistructural stage of learning. This means that on average, students could understand and utilise several ILOs across the four topics but they had difficulties when it came to integrating ILOs to improve problem solving.

This is a low result to achieve at the end of the course as it suggests that while students can demonstrate multiple ILOs separately, they cannot integrate them (which is the SOLO relational level). This ability to integrate ILOs when planning and developing solutions is required if students are to become proficient problem solvers in software development.
5. Discussion

Student engagement is generally considered to be a predictor of learning (Carini, Kuh, and Klein, 2006). However, it has been noted that computer science students’ general level of engagement in their studies has been recorded internationally as being much lower than students from other disciplines (Sinclair et al., 2015). Therefore, the relatively low engagement level of 5.7 out of 12 found in this study is not surprising as it suggests that a majority of students are not adequately engaged with the topic and that is borne out in the consistently underperforming set of actual SOLO scores acquired across the four topics. Interestingly, 94% (n=82) of the survey respondents view the process of programming as being more important than the analysis and design stages which suggests that they don’t see the value in carrying out planning prior to writing a program. This is an issue also observed by Garner (2007) and it has been found that this lack of focus on planning is a lead issue in the development of maladaptive cognitive practices (Huang et al., 2013). The results from this study suggest that student engagement in the process of solving software development problems is directly aligned to how useful they find the process of carrying out analysis and design. If the process of analysis and design wasn’t objectively important in software development, then students would be able to skip this stage and move directly to coding, and their engagement level would not be affected which has not been observed here. Also in support of this observation is the fact that the importance of structuring problem solving into analysis and design strategies for novices has been recognised for many years (Deek et al, 1998; Morgado and Barbosa, 2012). Therefore, as the engagement level is low and their depth of learning in analysis and design is not at a SOLO relational level, this suggests that if students can’t successfully participate in analysis and design, this affects their ability to engage fully with their studies to become proficient developers.

On examining the findings, most students found the process of analysis (i.e. breaking a problem into a series of sub-tasks that need to be solved) to be a useful activity to help them start solving a problem. This is typical top-down analysis which has long been proven as a mechanism to support students (Ginat and Menashe, 2015). This is reflected both in the responses from students in the focus group and survey as well as the improvement seen in SOLO levels for the ILO Problem Analysis and Decomposition across the four topics. However, despite this positive experience, this ILO is still not at the SOLO relational level that would be expected of students at the end of their first year, which suggests further structure in carrying out analysis would help. Students need to be able to visualise and create mental models in order to understand “what” needs to be done to solve a problem. However, it has been observed that most students find such mental modelling difficult (Cabo, 2015). Therefore, adding a visualisation technique to the analysis process could be useful in helping students both carry out analysis as well as engage in the mental modelling required.

The area of design is a seriously divisive issue for students. It has been found in other studies that design is typically a much harder task for novice learners than programming due to; the need for complex mental modelling of computing constructs to take place in order to design a solution, the issues with understanding pseudocode and its inherent lack of feedback (Garner, 2007; Lahtinen et al,2005). Likkanen & Perttula (2009) also observe that even if students successfully complete design in a top-down fashion where they decompose a problem into sub-problems, they often then experience difficulties in integrating the sub-problem solutions back into a final solution. These issues with design are also reflected in this study where it is very clear that pseudocode as a design technique is not fit for purpose; most students find it neither useful nor helpful. From the survey findings in research question 3 in Section 4.1, it can be seen that novice learners find it difficult to understand the role of pseudocode as a mechanism to abstract from the technicalities of a
programming language and instead see it as yet another language they have to learn. This language issue with pseudocode was observed by Hundhausen et al (2007). Students also criticized the lack of support and structure in this design technique which they find makes it difficult to use effectively. This difficulty is reflected by many students indicating that they move immediately to the coding phase before they have adequately decomposed a problem or carried out at least some design for a solution. From the focus group findings, this issue also emerges where it can also be seen that this issue with pseudocode is biasing students against their perception of design as being a useful process.

This difficulty with design is also reflected in the SOLO level scores where the ILOs of design, integration and solution reuse were found to have the lowest SOLO scores across the four topics; signalling students have a specific issue with these topics. Equally the ILOs involving the mental modelling of the notional machine, the use of abstraction and the evaluation of solutions also returned consistently low scores.

As an alternative to pseudocode, it was seen from the survey findings in Section 4.1 that some students successfully gravitated towards using design techniques such as flowcharts to support them in designing algorithms despite it not being taught. Given that flowcharts have been cited in the literature as a very credible mechanism for visualising a flow of control in an algorithm (Paschali et al., 2018) and that they also are a natural visualisation technique, such charts could be a very useful alternative to help students engage in the process of design.

In summary, the results produced less than satisfactory findings around the issue of problem solving for software development coupled with a low level of engagement. Therefore, it can be concluded that if students perceive they are not appropriately supported in the development process by the use of appropriate development techniques, this has a negative impact on their engagement levels with software development. This impact can negatively affect their chances of continuing, and succeeding, in their course as well as deciding to pursue a career in software development.

Overall, these findings suggest that in order for students to engage in problem solving in software development that they need to be properly scaffolded and supported by a software development process to guide them in acquiring good development planning habits as they set out on their learning journey.

6. Conclusions

Finding new and improved methods of teaching software development to freshman, undergraduate students is an extensively researched area, but with little consensus. In this study, it was found that the provision of an appropriate software development process for this cohort is an area requiring more focus and structure. As a first step in the development of such a process, this study examined the experience and depth of learning acquired by undergraduate, novice software development students during their first year of study in the absence of a formal software development process. The findings from this study suggest that without an appropriate level of scaffolding, especially in analysis and design, students’ attitudes and proficiency in developing software solutions can be compromised as they rush to try and implement solutions without appropriate planning. The next stage of this research project is in the generation and implementation of a software development process to provide this scaffolding.
References


