












6 J. M. Blackledge and D. A. Dubovitskiy / Pattern Recognition in Cytopathologyfor Papanicolaou Screening

we form the ratio

θ =
θ1 +θ2

2
The logical conformity of the mask and adjacent points of
the binary map is further evaluated and the binary represen-
tation of object is determined via

IB(r,c) =
{

1, if M /∈ Ig;
0, if M ∈ Ig.

The profile information (gradient and amplitude) is mem-
orized for for the process discussed below where the dimen-
sion IB(r,c) corresponds to the dimension and starting map
Ig(r,c).

Figure 5: Mask of the space-oriented filter with an image.

Search for the Opposite Edge of a Core

The opposite gradient is searched for by finding of centre
of a nuclei together with the gradient on the opposite end
which serves as a final confirmation for the coordinates of
the object. In Figure 5 these lines are illustrated in brown.
The opposite profile has to have the same properties as those
generated in the calculation undertaken to determine the di-
rection of the a cell’s centre. This prevents any detection er-
ror through irregularities in the image. If the opposite profile
is found, then a ‘green line’ is ‘painted’ on the index bi-
nary image from the centre to the boundary of the nucleus as
shown in Figure 6.

Calculation of the Kernel Centre

The centre calculation algorithm is based on the weighted
mean from the total number of ‘bars’ detected in the previous
steps. The calculation depends on the kind of implementa-
tion used to design the processing engine. If the calculations
are implemented in a programmed logic, the data are better
stored in an index space. For a PC, the data are stored as an
array of coordinates.

Saving the Index Map

After application of the algorithm, a connected area can
be detected which serves as an index for further processing.

Figure 6: Result of applying the space oriented filter to an
image.

4. Self-adjustable Filter for Object Sharpening

We consider the procedures necessary during object recog-
nition. These procedures are adaptive and are not bound to a
particular range of applications. The task of edge searching
of an object in an image is a part of the process of object
recognition. In the case of an image with no preliminary in-
formation on the quantity of the points on each edge, reso-
lution or a particular boundary, it is possible to convert the
data into an auxiliary map with an increased contrast range.
With existing algorithms, image contrast enhancement does
not provide sufficient fidelity to cope with unknown levels of
difference between objects. Typically, noise appears causing
an increase in the level of transformation parameters and, at
a low level, there is poor detection of an objects edge.

An image I, is represented in a computer memory in terms
of an array r× c of points and the value of a particular point
is determined as I(r,c). One of the approaches to applying a
filter or transformation to two-dimensional information rep-
resentation is in terms of a sequence of masks M over m×n
points and the subsequent calculation of a value for a cen-
tral pixel depending on its environment. We now consider
an algorithm for calculating the value of a central point in
a moving window M with m× n points. The algorithm is
applied sequentially and not recursively to all points of an
image. For example, consider the image given in (Figure 7).
The characteristic property of the given image depends of
the preparation of a sample. A cell can be fixed at a given
angle and consequently, it can have a different gradient rate
on different boundaries. The mask sizes m and n are selected
according to the proportional sizes of the object to the image.
The method is compounded in the following steps:

1. The first step is to sort out the array M[m× n] in terms
of increasing values. The result of applying this oper-
ation gives information represention in terms of a one-
dimensional array S[i] as illustrated in Figure 8.

2. We define an index i as a point with the greatest value of
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Figure 7: Cytology cells - Mild dyskaryosis.

Figure 8: Profile obtained by sorting an image into an array
of increasing pixel values.

a gradient rate Simax. Otherwise, we determine a maximal
gradient rate such that the given position of the window
M does not correspond to a boundary of the object. It is
then possible to apply general filtering methods, e.g. to
calculate the average value or to take the value of a point
with a predetermined index and with this value, assign it
to a central point. For example, in Figure 8 Simax is the
point shown by the red arrow.

3. We estimate in which part of the sorted array S[i] from
mask M there exists a value of the original central mask
point Ic(r,c). For example, in Figure 8, this is indicated
by the green arrow. We denote this part of the array by
Sc[i] (see Figure 8).

4. We estimate the parameter established by the user which
sets a factor on a boundary excretion - in percentage
terms, 50% for example - and then define the value of
point Scr[i] of the array Sc[i] from the start of the array.
This value is the resultant solution Ic(r,c) = Scr[i] dis-
played by the cyan arrow in Figure 8.

An example result of applying this procedure is shown in
Figure 9. Application of this filter allows us to observe very

precisely the evolution of cell boundaries during the object
recognition process.

Figure 9: Filtered image.

5. Feature Selection, Leaning and Object Recognition

In order to characterize an object, the ‘system’ must have
a mathematical representation compounded in metrics that
are used to compose a feature vector. The determination of
which particular element of a feature vector are useful with
regard to the application considered (i.e. cell nuclei clas-
sification) is based on the self-leaning algorithm discussed
in [JD09]. The basis for the application considered in this
paper are the textural features (Fractal dimension and Lacu-
narity) of an object coupled with Euclidean parameters and
morphological measures. All objects are represented by a list
of parameters for implementation of supervised learning in
which a fuzzy logic engine automatically adjusts the weight
coefficients for the remaining features.

The recognition procedure uses the decision making rules
from fuzzy logic theory [Vad93, Zad75, Mam76, San76]
based on all, or a selection, of the features defined in [JD09]
which are combined to produce a feature vector xi.

The class probability vector p = {p j} is estimated from
the object feature vector x = {xi} and membership functions
m j(x) defined in a knowledge database. If m j(x) is a mem-
bership function, the following equation defines the proba-
bility for each jth class and ith feature:

p j(xi) = max

[
σ j∣∣xi−x j,i

∣∣ ·m j(x j,i)

]
for weight coefficient matrix given by w j = w j,i where σ j
is the distribution density of values x j at the point xi of the
membership function [JD09].

The supervised learning procedure is the most important
part of the system for operation in automatic recognition
mode. The training set of sample objects should cover all
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ranges of class characteristics with a uniform distribution
together with a universal membership function. This rule
should be taken into account for all classes participating in
the training of the system. An expert defines the class and ac-
curacy for each model object where the accuracy is the level
of self-confidence that the object belongs to a given class.
During this procedure, the system computes and transfers
to a knowledge database a vector of values of parameters
x = {xi} which forms the membership function m j(x). The
matrix of weight factors w j,i is formed at this stage accord-
ingly for the ith parameter and jth class using the following
expression:

wi, j =

∣∣∣∣∣1− N

∑
k=1

(
pi, j(xk

i, j)−
〈

pi, j(xi, j)
〉)

pi, j(xk
i, j)

∣∣∣∣∣ .
The result of the weight matching procedure is that all pa-

rameters which have been computed but have not made any
contribution to the characteristic set of an object are removed
from the decision making algorithm by setting w j,i to null.

6. Conclusion

This paper has been concerned with the task of developing
a methodology and implementing applications that are con-
cerned with the following tasks: (i) space oriented segmenta-
tion; (ii) object sharpening for object location; (iii) the use of
a fuzzy logic engine to classify an object based on both its
Euclidean and Fractal geometric properties using a feature
vector based on the measure discussed in [JD09]. The com-
bination of these aspects has been used to define a process-
ing and image analysis engine that is specific in its modus
operandi with regard to the problem of automating a Papan-
icolaou screening test using standard optical images.
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