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2.4.1.3 Safeer System Screenshot :  

 

Figure 2.5: Safeer system HomePage 

See more screenshots about Safeer system services _for Saudi students_ in the 

appendix.  

2.4.1.4 Safeer architecture and its  implicat ion s for performance in  

cloud 

Safeer users are more than 120,000 users as Saudi students who study overseas and the 

employees of SACM in those following countries: Ireland, USA, UK, Canada, France, 

Italy, Spain, Germany, Australia, Poland, The Netherlands, New Zealand, Hungary, 

Austria, Czech Republic and 10 other countries (Saudi Ministry of Higher Education, 

2015).  

The concept of Safeer workflow described by (AL-Zuabi& AL-Shaikhli) as the 

following:  

Safeer collects requests from the students, passes it to SACM employees for review, 

might forward the data to MOHE that informs Safeer users of decisions, and records 

output in one central database. However, all transactions are reported  and recorded 

through an electronic medium and saved at the central database in Riyadh (2012) .The 

consequences of having only one datacenter that used by a huge number of users is the 

heavy traffic that leads to the low speed of the system performance. In 2014, a survey 

has been conducted to evaluate the usability of SAFEER e-services. And a large 

number of Safeer users answered the survey. The speed of the system is one of the 
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main key findings of the survey that made all participants very disappointed (Albalawi, 

2014, p.4-6 ).  

It was explained by specific decision makers that the Network and Internet 

infrastructure in clouds in Saudi Arabia is under development. As a result, Safeer 

system was deployed on simple private cloud which MOHE owned it. Safeer’s 

infrastructure has only one datacenter which is deployed in Asia, specifically in the 

capital of Saudi Arabia Al-Riyadh city. Furthermore, the system is deployed in only 50 

virtual machines (Alfarraj, Drew&AlGhamdi,2011, p.84). Moreover, more than 

120,000 users worldwide use the system (Saudi Ministry of Higher Education, 2015). 

With this number of users and this limited infrastructure, The system can’t handle all 

the requests that came from users without delay. That’s why Safeer users have been 

complained about the low speed of the system. Albalawi said that the cloud’s system  

policies needs to be revised in regard to the system delay. Besides, MOHE needs to 

consider the number of Safeer’s servers, virtual machines and datacenter and where 

they should be located in order to speed up the performance and to ensure quick access 

to Safeer services, especially during peak hours. (2014, p.15). Alzomily mentioned 

that: Safeer users can expect a response time around10 seconds, but there are several 

periods of time during the day, the actual response time can be expected to rise  higher. 

Therefore, a decision needs to be addressed with strict and careful access policy 

(2013). The following part describes how safer system can get benefit from all cloud 

features and how Safeer’s cloud’s resources and polices can be modified in order to 

solve the problem.  

1.11 The Techniques of Large Scale  Cloud Computing  

 Cloud computing as its mentioned in the previous sections enables multiple 

users to access shared hardware and software infrastructure over the internet. 

Professionals and enterprises view the technology as a significant improvement in data 

centers that will affect how millions of users acquire information (Pallis, 2010). One 

great challenge facing large cloud computing is the allocation and migration of virtual 

machines that can be reconfigured and the integration of hosting machines (Armbrust 

et al., 2009). It is a technology that has helped to distribute large scale amount of data 

and has helped users to share the data away from their laptops and desktops. Cloud 
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computing harnesses the internet and the wide area network and uses remotely 

available resources to provide cost effective connectivity to users at real time 

(Armbrust et al., 2009). All industries have adopted cloud computing although some 

issues such as server consolidation, virtual machine migration, and load balancing that 

are yet to be adequately addressed. The issue of load balancing is perhaps the greatest 

challenge facing the technology (Rima, Choi, & Lumb, 2009). Load balancing is used 

to the server workload among multiple computers or resources to create optimal 

utilization of resources, minimum response time, and short data processing time to 

avoid data overload (Rima, Choi, & Lumb, 2009).  

1.11.1  Service broker polices  

The process of serving a client begins begin when the client requests a particular 

resource either for development or gain access to the data. The information received 

from the user is serviced through multiple steps including an intermediary known as a 

service broker (Young-Rok Shin & Eui-Nam huh). The service broker acts as a link 

between the cloud provider and the client. A service broker determines the data route 

between the client and the service provider. In other words, A service broker policy 

decides which datacenter should provide the service to the requests which coming 

from each userbase. Therefore, service broker policy controls the traffic routing 

between both DataCenters and UserBases. 

Figure 2.6: Service broker policy 
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To efficiently perform the intermediary role, the service provider is guided by three 

policies; 

• Closest data center policy: 

The closest data policy is also known as the Service Proximity based routing; it 

makes use of the proximity between the user and the data center. The service 

provider provides the shortest route to the data in consideration of the transmission 

latency (Joshi, Yesha, Finin, & Yesha, 2013. A proximity list is maintained by the 

broker who also sets the occurrence of data centers. In case multiple data centers 

with equal latency are available, then the one the centers is picked randomly 

regardless of the workload. This policy is beneficial to users as the information can 

be received within a short period as long as the data center identified can 

successfully satisfy a request (Manasrah, Smadi, & ALmomani, 2016). 

• Optimal response time policy: 

This service broker uses a network latency parameter to identify the closest data 

center. This routing policy monitors the performance of the available data centers 

and directs incoming traffic towards the center with the lowest response time 

(Manasrah, Smadi, & ALmomani, 2016). If the nearest data center transmits the 

lowest response time then it is selected, if another data center responds faster than 

the closest data center, then it is selected as the suitable data center (Rani, Chauhan, 

& Chauhan, 2015). 

• Dynamically reconfigurable routing with load balancing: 

This policy uses the current execution load to determine the most suitable route that 

a process with be assigned. Scaling is done to by determining the current processing 

time and the best processing time. The policy can decrease or increase the virtual 

machines (VM) in the data centers. The route that is dynamically identified as the 

most suitable route for a process is then assigned the task (Reimer, Abraham, & 

Tan, 2013). 
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1.11.2VM load ba lancing algor ithms  

In large cloud computing, load balancing offers an efficient solution to the issues that 

arise and reside in the computing environment usage and set up. Load balancing takes 

into account two primary tasks, resource provisioning and scheduling the distributed 

environment (Katyal & Mishra, 2014). These functions aid in the ensuring that 

resources are available on demand, fully utilized, saves the energy used to access 

information and reduce the cost of obtaining the information (Katyal & Mishra, 2013).  

 All in all, in the scenario of Cloud Computing, user submits the task to be 

executed/performed, So Cloud Coordinator divides the task into cloudlets and passes it 

to the servers in the Data Centers. Then, these servers as Virtual Machine (VM), 

performs/executes user requests as cloudlets which present in the queue as they reach 

those virtual machines. This process of cloudlet’s scheduling is known as VM load 

balancing algorithm and Service brokers policy (Kapur, 2015). 

1.12  The Most Common VM load Balancing Algorithms  

1.12.1  Round Robin algor ithm  

A round robin algorithm is a traditional approach that distributes tasks evenly to all 

slave processors in a circular manner. Each processor is assigned a particular task, and 

the task is maintained locally independent from the other processors (Ko, Kim, Kim, 

Thota, & Jha, 2010) The workload is evenly distributed but the processors work at 

different processing speed and complete the tasks at various times. At some point in 

the processing Robin, some processors might be idle while others are overloaded with 

processes.  The round robin scheduling is priority oriented as the operations are 

handled in a circular manner. It is mostly used in Http servers (Ko, Kim, Kim, Thota, 

& Jha, 2010,). 

Round Robin algorithm works as the following (Bishwkarma &Vyas, 2016):  

1. Creates same size of Cloudlets.  

2. Cloudlet Coordinator devices the assigned Cloud task into same size of 

cloudlets.  

3. Create Broker and User assigned the task to the cloudlet coordinator.  
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4. Coordinator  sends cloudlets to VM mangers and VM mangers send the list of 

the needed resources. 

5. Request for the exception of the cloudlet is set to the VM from the host  

6. Cloudlet scheduling is done in VM according to First come First serve 

scheduling policy. 

7. Sends the edited job as cloudlets in a wrapped file to VM mangers. 

8. VM further passes the executed cloudlet as wrapped file to the cloudlet 

coordinator.  

9. Cloudlet coordinator combines all excited cloudlets in wrapped file from 

combine to form the whole task. 

10. Cloudlet coordinator sends the excited task in authenticated file format to the 

user client.  

11. Print the result. 

1.12.2  Thrott led algor ithm  

The throttled algorithm allocates a virtual machine to each request the client sends to 

the load balancer. The throttled balancer takes the responsibility of indexing each task 

and machines whether the processor is busy or idle (Wickremasinghe, Calheiros, & 

Buyya, 2010). Initially, all virtual machines are indexed as idle, when a task is 

received, it requests the load balancer to identify and issue the task to and idle virtual 

machine. The data center acknowledges the allocation and updates the location of the 

task according to the virtual machine. If the load balancer does not find an appropriate 

virtual machine, it returns the request to the data center which queues the request until 

a suitable machine can be identified (Mohialdeen, 2013). 

 

 

 

 

 

 

Figure 2.7 : Throttled load balancing algorithm 
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1.12.3  Act ive Monitor ing algor ithm  

Active monitoring load balancing maintains the number of connection that is allocated 

to each server and assigns the task to the server with the least amount of task. The 

Active monitoring load balancer maintains the table of the virtual machines and sends 

the information to the data center which allocates the task according to the information 

received (Wickremasinghe, Calheiros, & Buyya, 2010). This algorithm maintains an 

equal amount of processes among the available virtual machines.  If the load balancer 

identifies more than a single idle virtual machine, then the data center will assign the 

task to the one identifies first (Wickremasinghe, Calheiros, & Buyya, 2010). The data 

center also sends the information concerning the virtual machine to the load balancer 

about new allocations so as to update the number of allocation on the virtual machine. 

When a process is complete, the data center sends the information to the load balance 

to reduce the allocations on the virtual machines and wait for the next task 

(Wickremasinghe, Calheiros, & Buyya, 2010). 

 

 

 

 

 

 

 

Figure 2.8 : Active Monitoring load balancing algorithm 

 

1.13  Analysis of VM  Load Balancing Algorithms  

This section diseuses and analyze the various load balancing algorithms that were 

mentioned in section 3.6. There are many papers and researches about Virtual Machine 

load balancing algorithms. However, as it was mentioned in Chapter1, none of these 
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papers about large-scale cloud with dynamic reconfiguration route with load service 

broker policy. Therefore, in this section, the researcher will discuss the differences 

among the three VM load balancing algorithms whereas the cloud firstly using closest 

data center service broker policy. And then whereas the cloud using optimise response 

time service broker policy.  

1.13.1 Case 1: using closest  data center service broker po licy  

There was a study by Singh,sharma and Kumar (2016). They use CloudAnalyst as 

cloud simulator tool. They simulated the cloud environment by taking six datacenters, 

having six virtual machines in each datacenter, and six user bases. They did three 

simulation, each simulation for one of the VM load balancing algorithm. Moreover, 60 

hours is the duration of each performed simulation. Besides, they considered 1000 as 

average number of users at peak hour, and 100 users as at off-peak hour.  

After the simulations, The results obtained considering different VM load balancing 

algorithms as it shown in Table 2.2, Table2.3 and Table2.4. 

 

 

Table 2.2: Result of Round Robin algorithm using closes data center service broker  

 

 

Table 2.3: Result Active Monitoring algorithm using closes data center service broker  

 

Table 2.4: Throttled algorithm using closes data center service broker 
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Figure 2.9: Overall Response Time of the three VM load balancing algorithm of Case1 

 

 

Figure 2.10: Overall data center processing time of the three VM load balancing 

algorithm of Case1 

 

 

 

 

1.13.2Case 2: using opt imize response t ime service broker policy  

There was a study by Jena and Ahmed(2013). As the Case 1, those two researchers 

used CloudAnalyst as cloud simulator tool to analyse the performance of the three VM 

load balancing algorithms. Each simulation for each VM load balancing algorithm was 

carried out for 60 hours period by taking three data centers which were having 75, 50 

and 25 numbers of Virtual Machines respectively and different number of userbases. 

 

 



 

26 

  

 

Table 2.5: Overall Response Time using optimize response time 

 

 

 

 

 

Table 2.6: Overall Datacenter Processing Time using optimize response time 
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Figure 2.11: Overall response time of the three VM load balancing algorithm of Case 2 

 

Figure 2.12: Overall data center processing of Case 2 

1.13.3Results Evaluat ion o f Case 1 and Case 2  

Contrasting the obtaining results from the different service broker policies  and VM 

load balancing algorithms, the response time and datacenter processing time of 

Throttled load balancing algorithm is good when using Closest Datacenter service 

Broker policy Singh,sharma and Kumar (2016). Although the data processing time and 

the response time of  Active Monitoring and Throttled algorithms are nearly the same 

in case 2 (using optimize response time service broker), Jena and Ahmed(2013) 

concluded that AMLB is an efficient effective one than the other two VM load 

balancing algorithms when the application is deployed on a cloud that uses optimize 

response time service broker policy. 
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1.14  Cloud Simulator  

1.14.1  CloudSim  

A CloudSim is an extensible framework that allows for simulation, and modeling and 

experimentation of new infrastructures that can be used for cloud computing. By 

CloudSimallows researchers and developers to test their ideas within a controlled 

environment where they can evaluate and analyze their findings, and fine tune the 

service (Calheiros, Ranjan, Beloglazov, De Rose, & Buyya, 2010). Due to the 

problems experienced by the existing simulators, developers were unable to diagnose 

the extent of their services fully. Other simulators were not applicable to the cloud 

computing technology are proved redundant for use. It is hard to determine and 

evaluate the performance of cloud application, policies, and models under diverse and 

varying systems. To overcome these obstacles, developers created the CloudSim to aid 

in simulation of new cloud services. 

 Goyal, Singh, & Agrawal, (2012), state that CloudSim is not a framework because it 

does not provide a suitable environment to execute a complete scenario and 

successfully achieve the targeted results. They state that the users of CloudSim have to 

develop the scenario they wish to evaluate and define the output they expect to receive 

(Kumar & Sahoo, 2014). It supports the systems that allow the remodeling of certain 

cloud features such as the virtual machines, and data centers. It implements the 

application of generic applications that can be changed with limited effort. Researchers 

and developers have the ability to focus on specific design issues regardless of the 

low-level infrastructure (Wickremasinghe, Calheiros, & Buyya, 2010).  That is to say, 

CloudSim provides developers with basic cloud computing entities. 

2.8.1.1 Example of using CloudSim 

The following example presents how to create one host and one cloudlet DataCenter. 

To see more examples of CloudSim, please see the appendix.  
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Figure 2.13: Example of CloudSim results 

 

Figure 2.14: CloudSim example code in Java 

 

Figure 2.15: How to run CloudSim Example 
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1.14.2GridSim  

 It is very hard and near impossible to perform an evaluation in controlled and 

repeatable environment such as a grid environment. To overcome this issue, 

researchers have developed a GridSim, a tool that enable developers to model and 

simulate various resources (Buyya & Murshed, 2002). The GridSim supports the 

different resources such as workstations, multiprocessors, clusters of information and 

distributed memory machines. The GridSim is used for simulation of various classes of 

computing systems mainly parallel systems. In a cluster, the resources administered by 

a single domain, in a grid system, the resources are distributed across several 

administrative domains (Buyya & Murshed, 2002).   

The GridSim toolkit also provides the modeling platform for simulating network 

resources, particularly connectivity. It determines the varying capabilities, domain, and 

configuration of a cloud-based connection.  

 During simulation, several multi-threaded entities are created by the GridSim. 

Each of the entities created is dependent on the other and runs parallel. As dictated by 

SimJava, the behavior of an entity needs to be simulated within its body. Since the 

entities are dependent, their simulation environment needs to be abstract. When 

simulating GridSim entities, they contain users, resources, information service 

providers, brokers and an active network administrator. 

1.14.3  Cloud Analyst  

A cloud analyst is a toolkit with the features of an original framework that extend the 

capabilities of CloudSim. The CloudAnalyst is responsible for separating simulations 

from programming technicalities. The separation occurs to allow the modeler to focus 

on the processes and task being simulated (Rani, Chauhan, & Chauhan, 2015).  

The CloudAnalyst provides a user-friendly interface by hiding the complex 

programming. With the complexities out of the simulation, the modeler conducts a 

series of experiments in varying environments in a quick and successive manner 

(Zhang, Cheng, & Boutaba, 2010). It is developed on a CloudSim toolkit by 

introducing concepts that emulate Internet application behaviour.  
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A CloudAnalyst is popular because it has an easy to navigate Graphical User Interface, 

can simulate tasks that require sophisticated reconfigurability and flexibility, ease of 

application extensions and can continuously repeat experiments (Rani, Chauhan, & 

Chauhan, 2015). 

 

 

 

Figure 2.16: CloudAnalyst built on the top of CloudSim toolkit 

A CloudAnalyst has several components, these are;  

 The GUI package; which is responsible for user interface. The GUI is the front 

end of the simulation as well as interprets the background processes into what a 

user can understand(Rani, Chauhan, & Chauhan, 2015). 

 A region; the CloudAnalyst provides six regions based on the global continent. 

The regions create an environment suitable enough for large scale testing  

 Simulation; The simulation component holds the parameters to be used during 

the simulation process (Rani, Chauhan, & Chauhan, 2015).  

 UserBase; the user base emulates a group of users that works as a single unit 

that generates traffic for the simulation process. The modeler can either 

represent the simulation as a single user(Rani, Chauhan, & Chauhan, 2015). 

Please see Chapter 4 and Chapter 5 for more details on CloudAnalyst.   

1.15  Conclusion  

Load balancing is essential in cloud computing. It allows maximum utilization of 

resources. As the age of technology continues to deepen, cloud computing is also 

changing to accommodate the need for faster and efficient dissemination of 

information. An overloaded system is inefficient as in some cases ineffective. Load 
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balancing algorithm is both economical efficient and effective in cloud computing. 

This chapter represents three virtual machine load balancing algorithms (Round robin, 

active monitoring and throttled) and also talked about some cloud simulation tools. So, 

next chapter will represent the data collection, the data set and preparing the 

simulations in order to study the behaviour of each virtual machine load balancing 

algorithm that mentioned in this chapter.  
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DESIGN AND METHODOLOGY 

1.16 Introduction 

Those sections outline the design of the experiment (which is a number of simulations) 

being carried out as part of the research topic. A detail of the data used is provided 

along with information regarding the transformations required in order to produce a 

complete data set ready for simulations. Data preparation for Large Scaled Internet 

Application running on the Cloud and the methodology of this dissertation are also 

discussed. 

1.17 Focus of the experiment  

The focus of this investigation concerned and tests the behavior of a large scale 

application on the cloud that base on reconfiguring dynamic route with load balancing 

service broker. The application that was simulated in this experiment is Safeer System 

[https://safeer.moe.gov.sa/].Malhotra&Jain reported that The best approach to study 

a large, distributed and dynamic environment is through simulation (2013). The test 

will be for the cases of three Virtual Machine load balancing algorithms: Round Robin 

load balancing algorithm, Throttled load balancing algorithm, Active monitoring load 

balancing algorithm. This determines the timing of the large-scale cloud which is very 

important for the developers and cloud service provider. CloudAnalyst is The 

simulator that is going to be used to apply the experiment. It is 100% based on Java, 

so, Eclipse is required to Run CloudAnalyst framework. And the reason why this 

papers only focus on those three algorithms is because they are the most common and 

most of the researchers are interested in. What’s more, the dataset is going to be used, 

is from studies and surveys that were taken under the Ministry of Education in Saudi 

Arabia (MoE) and SACM which is Saudi Arabian Cultural Mission. The dataset is 

about the approximate distribution of SafeerSystem [safeer.moe.gov.sa], which is a 

vast scale web application. It is the main workflow portal that delivers online services 

and facilitates the communication between all the SACM’s employees around the 

world and all Saudi students overseas (SaudiMinistryOfEducation, 2014. p.11). Safeer 
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users are more than 120,000 in more than ten countries. 

http://www.moe.gov.sa/ar/Pages/default.aspx is one of the sources that I’m going to 

use it as a Dataset.  

1.18 The Experiment Requirements  

As the start, Microsoft Windows operating system or  Macintosh operating system 

(OSX) is required so the investigator could install JAVA which is one of the 

requirement as well. That's to say, that NetBeans or Eclipse are also required since that 

the CloudAnalyst is 100% based on Java. And obviously, Cloud simulator is required, 

like CloudSim or Cloud Analyst, but it is already mentioned that the researcher used 

Cloud Analyst as Cloud Simulator. Moreover, the value of each criteria that was 

needed to perform the experiment is also considered as requirements. Those Criteria as 

the following:  

 Data Centre Characteristics which include the detailed hardware specification 

of the server farm. 

 User bases’ characteristics: the frequency of the traffic generation, users’ 

number, the peak and off-peak hours of usage.  

 Grouping factors for user requests [when a message is assigned to Virtual 

Machines in the Data Centre and when the message is sent from User Bases]. 

 Internet-specific characteristics: available bandwidth and network latency.  

 Specifications of Application deployment: the number of virtual machines and 

in which data centers should be located, also those virtual machines’ detailed 

specification. 

Collecting the values of those criteria is considering as a dataset that was used in the 

experiment.  

http://www.moe.gov.sa/ar/Pages/default.aspx


 

34 

  

1.19 Data Set Sources  

In order to study the behavior of the Virtual Machine load balancing algorithm, the 

researcher needed to use a cloud simulator. Therefore, the experiment is a simulation by 

Cloud Analyst of deploying an application on cloud that using Dynamically 

reconfiguration service broker. The application that is going to be simulated is Safeer 

system, which the researcher had a full study of in Chapter 2. In addition, regarding to 

simulate this application by Cloud Analyst, there are some parameters needs to be 

determined in terms of the application and the cloud that the application deployed on. 

First of all, the parameters which is related to the application is User base characteristics, 

such as: the period of time when the application is used by the highest number of users 

continually (Peak hours start (GMT)), Off-Peak hours end (GMT), number of  users use the 

system during the peak hour (Average peak users) and Average off-peak users. All this kind 

of data was taken by the mentioned websites:  

 http://www.moe.gov.sa/ar/Pages/default.aspx 

 Safeer Al-Talaba https://safeer.moe.gov.sa/Sites/Student/Pages/default.aspx 

However, there were some of those data was needed and they were not in those websites.  

So, since some of those data was missing, the researcher needed to conduct a survey _See 

more about the survey in Section_, which was distributed to Safeer's users around the 

world, so she can collect the data she needed to do her experiment.  

Secondly, in terms of the parameters which are related to the cloud that the application 

deployed on, such as: Data Center characteristics. the researcher followed other 

researchers' steps in their papers and their studies in  some of the data that is required 

to do the experiment. For example, the studies that were mentioned in Chapter 2, 

which are: The study by Jena and Ahmed(2013) and the study by Singh,sharma and 

Kumar (2016). Both of those papers used some universal standards  like Amazon EC2 

standards for  the cost of hosting of data centers. Both of those studies were published in 

International Journal of Computer Science which can be found in Google Schooler.  Any 

way most of the researchers _who published their work on library like ACM and IEEE_ 

used the same standards that Jena and Ahmed(2013) and by Singh,sharma and Kumar 

(2016) used in their papers.  

http://www.moe.gov.sa/ar/Pages/default.aspx
https://safeer.moe.gov.sa/Sites/Student/Pages/default.aspx
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The dataset and where it is from would be as the following:  

The criteria and what includes The source 

Data Centre 

Characteristics (the 

detailed hardware 

specification of the server 

farm) 

Region (geographical/physical 

location of the data center) 

It depends on the scenario that 

the investigator designed. 

Arch Journal of Computer Science 

Operating System Journal of Computer Science 

Virtual Machine Management 

VMM 
Journal of Computer Science 

Memory (MB) Journal of Computer Science 

Storage (MB) Journal of Computer Science 

Available Bandwidth Journal of Computer Science 

Number of processors 
It depends on the scenario that 

the investigator designed. 

Processor Speed Journal of Computer Science 

Virtual Machine Policy It is either RR, AMLB or TLB 

Cost per VM per hour Amazon EC2 

Memory Cost $ Amazon EC2 

Storage Cost $ Amazon EC2 

Data transfer cost Amazon EC2 

Physical Hardware unit 
It depends on the scenario that 

the investigator designed. 

User bases’ 

characteristics 

Region (geographical/ physical 

location of the user bases) 

It depends on the scenario that 

the researcher designed. 

Number of requests per user per 

hour 
Survey 

Data size per request (bytes) Journal of Computer Science 

Peak hours start (GMT) Data gathered from survey 
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Peak hours end (GMT) Data gathered from survey 

Average peak users Data gathered from survey 

Average off-peak users Data gathered from survey 

Specifications of 

Application deployment 

Number of servers (Virtual 

Machines VM) 

It is depend on the scenario that 

the investigator designed. 

Image size Journal of Computer science 

Memory Journal of Computer science 

Bandwidth Journal of Computer science 

Internet-specific 

characteristics 

The transition delay between 

region 
Journal of Computer science 

The available bandwidth 

between regions 
Journal of Computer science 

Table 3.1: The sources of each parameter in the dataset 

1.19.1Explanat ion o f co llect ing the miss ing date by a Survey  

Because of the time, the investigator used a SurveyMonkey which is an online survey 

development cloud-based software. It was only 4 questions, so from analyzing the 

results of these questions, the researcher can figure out the missing information she 

needs to complete the simulations.  

 The survey was only for Safeer system’s users. In addition, since that the 

researcher is using Safeer system as a Saudi student who study in Ireland, it was easier 

to her to distributed the survey quickly and got many respondents back. In fact, the 

researcher has contacted with about 400 users just in Ireland. Actually, as overseas 

students, they have What'sApp groups to feel like they are with people who are 

familiar with. Besides that the researcher is joined 4 What'sApp groups with 50 

different students in each one of them. So it was easy to just send the link of the survey 

and asked those other students to fill it. And because it was only 4 questions, so almost 

all of them were done it. What's more, the survey link was distributed also by those 

students in the What'sApp groups. They sent it to their partners (husbands/ wives) and 

their friends _who also Safeer's users_ either in Ireland or in other countries.  
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 Moreover, the researcher also know some friends and relatives who study in 

US, Canada, UK, Japan, Malaysia, Germany and Korea. So the link of the survey was 

also sent to them and they sent it to their friends who they study abroad as well. 

That's how the investigator got 1287 Safeer's users responded to the survey.  

 The questions of the survey were as it is shown in Figure 3.1. Please see the 

appendix for the Survey questions.  

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1: The online survey 

From these simple questions, The researcher found when is the peak hour and off-peak 

hour and how many users during these two durations. Also, she figured out how many 

services the user request per hour. And, as it's mentioned that the respondents were 

only 10% of all Safeer users. That is to say, 1287 Safeer users from around the world 

had done the survey from 7\11\2016 to 18\11\2016. 
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Figure 3.2: Number of respondent per day 

 

1.20 The Data Set  

In order to study these three Load Balancing Algorithm, number of scenarios of a 

large-scale cloud environment simulation must be set up by configuring the criteria 

that was explained in Section 3.3. All these criteria will be entered through the 

simulator tool (CloudAnalyst) number of times until it achieved the examination of all 

three VM load balancing algorithms with all their scenarios. Although most of the data 

which the simulation needs are available in papers were taken under the Ministry of 

Education in Saudi Arabia (MoE), SACM which is Saudi Arabian Cultural Mission,   

and Computer Science Journals. However, there is still information the researcher need 

to collect that’s why a survey was conducted, see section 3.4.  

1.20.1Datacenters character ist ics:  

To specify the number and the actual geographic location for each data center of 

Safeer system, the researcher investigated the number of Safeer’s users and where they 

base.  

These data was extracted from the website of Ministry of Education of Saudi Arabia as 

the following:  

Location Number of users The continent Time zone 

US 57211 North America GMT-6 
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UK 14459 Western European GMT 00:00 

Canada 13801 North America GMt-6 

Australia 8789 Pacific GMT +9:30 

New zeeland 2049 Pacific GMT +13:00 

Ireland 1707 Western European GMT 00:00 

China 1143 Asia GMT +8:00 

Malaysia 1105 Asia GMT +8:00 

Germany 945 Central European GMT +1:00 

France 923 Central European GMT +1:00 

Poland 774 Central European GMT +1:00 

India 609 Asia GMT +5:30 

Japan 499 Asia GMT +9:00 

The Netherland 326 Central European GMT +1:00 

South Korea 200 Asia GMT +9:00 

Switzerland 100 Central European GMT +1:00 

Slovakia 77 Central European GMT +1:00 

Italy 40 Central European GMT +1:00 

Africa 15719 Africa GMT +3:00 

Table 3.2: Safeer’s user's number and where they base 

Moreover, in terms of the rest of the criteria, the investigator assumed a plan which 

almost follows the real and actual plan of Amazon EC2 _one of the most popular 

Cloud Service providers these days_. That's to say, the investigator followed other 

researchers' steps in configuring the hardware architecture of a cloud. The presumed 

plan is: 

Physical hardware of each Data Centre:  

Parameter Value Used 


