





With this method parameters L and T are both determined from computation of areas. The method based on area
determination is less sensitive to high-frequency disturbances than the two-point method. On the other hand, the area
method is more sensitive to low-frequency disturbances such as a change in static load.

A drawback with the area method is that it requires storage of the step response. Area A; cannot be computed until area A,
is determined. Therefore, some alternative methods that are also based on integration will be considered.
An example for a three parameter model follows. Astrom and Hagglund® provide the mathematical details of this method.
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It follows that:
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with h(t) being an impulse response. Then it may be shown that
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From equations (2.6) to (2.8), it is clear how the three parameters of the model may be determined.

3. SIMULATION and IMPLEMENTATION

The methods are simulated using MATLAB/SIMULINK. The experimental data are imported and analysed by using
Microsoft Excel 97, from which we can copy the time and the measured value arrays in MATLAB to correlate and simulate
the data through some appropriate M-files.

In the area method, the response may be conveniently normalised by dividing the measurement signal by the step size of
the control signal. In the method of moments, normalisation is carried out by dividing the measured value array by the area
of the pulse input (Astrom and Hagglund 2, Seborg et al. ).

3.1. EQUIPMENT

A function generator may be used to drive an input to the process. To read the response, it is possible to use a digital
storage oscilloscope. In this case it is preferable to use a data acquisition package called VICTOR (Virtual Instrumental
Control program). Using this package in external mode (i.e. it acts as a recorder) with the PCS326 heating and ventilation
system, two different experiments are performed (step response and pulse response). The experiments are conducted with
the temperature set value of 30°C and the blower inlet angle of 40°. The detector probe is set at the 11 inch position. The
sample time is set at 0.05495 seconds, smaller than the anticipated dead time L.

3.2. EXPERIMENT #1

A step input going from 0 (25% of controlled variable -c.v.-) to 25 (50% of ¢.v.) is given to the system. It corresponds to a
step input going from 25°C to 35°C. Three vectors of data are obtained: time, input, measured value (output). The results
are shown in Figure 2.
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3.3. EXPERIMENT#2
A pulse input from 0 (50% of c.v.) to 40 (90% of c.v.) is now input to our system. The output array has to be divided by the

value of the area of the pulse input, equal to 4.396. The two outlined areas in Figure 3 show the data arrays chosen for the

MATLAB/SIMULINK simulation.

4. FINAL ANALYSIS
The final and most important step is to fit the experimental data with the FOLPD model using the two point method, area
method and method of moments. Tablel shows the difference in the values of K, T and L calculated, using the three

methods.
TWO POINT METHOD | AREA METHOD METHOD OF MOMENTS
K 1.0400 1.1524 1.0598
T 0.4776 1.1460 0.2391
L - 02824 0.1805 0.1805
Table 1

The values of K, T and L are taken from Table 1 and are used as data in a SIMULINK simulation. The outputs of two of

the model responses are shown in Figure 4. It’s evident that the two-point method fits in an excellent way the experimental
points in the time range 0-4 sec, but then they deviate from each other, although the difference is not really pronounced. As
an alternative demonstration of the quality of two-point method over the other two methods, we analyse the mean sum of

the squares of the errors (6%). The formula for o*is:

o2 = i [y/ ‘y(xi)]z 2.9

N

i=1
where: yi: sample point of the process
y(x;): sample point of the model
N: number of points
From the square root of 6°, we get (see Table 2):
| Two-point method I
o’ 1 1414 ‘ 2.606 l 1987 Table 2

Area method ‘ Method of moments

It is possible now to see with certainty that the two-point method is the better one. Figure 5 shows how the method of

moments fits the data points.
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It is interesting that the area method was expected to provide more acceptable results than the two-point method (Astrom et
al.%). This will explored in more detail at the symposium.

5.CONCLUSIONS
Process modelling is particularly important in determining correct operating procedures and in designing control systems.
The models derived and discussed in Section 2 are simple: however, even simple models can be used effectively if key
model parameters are fit to actual process operating data.
The results in Section 3 show clearly that the two-point method gives superior fitting to the experimental data than the
other two methods considered. This is interesting, as the method has the advantage of simplicity.
It appears sensible that future work in time domain analysis should concentrate on such methods.
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